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Preface

Starting from the initiation of the human civilization, all efforts have

remained directed towards improving the quality of life. In the process,

“Research,” the search for knowledge, is ever increasing. Huge amount of

resources in different forms is being channeled for this purpose. As such, the

importance of research methodology is being felt day by day to have more

and more successful research program. The voyage of discovery could

be more meaningful if due attention is given to the art of scientific investiga-

tion, particularly in designing and meticulous implementation of a research

program. Taking all these into consideration, this book has been written in

such a way so that researchers in the field of agriculture, social science, and

other fields could get a guideline about the appropriate methodology to be

adopted and, in the process, the methods and techniques to be used so as to

have successful research program.

This book contains 14 chapters altogether. The first two chapters

(“Scientific Process and Research” and “Research Process” will help the

research students, teachers, and researchers in different fields to get ideas/

conception and also plan better research programs. Chapter 3 (“Research

Problem”) will guide researchers in formulating a research problem under the

given situations. Chapter 4 (“Research Design”) is aimed at imparting ideas

of quality research to researchers so that these could be attributed to a

research program. Discussions of the types of variables, their measurement,

and scaling techniques have been made in Chap. 5. In Chap. 6, mainly the

techniques of drawing appropriate sample have been discussed. This will

help researchers working on heterogeneous population. Different types of

data and their collection methodologies are discussed in Chap. 7. To interpret

the data collected, processing and analysis are the most important aspects.

Processing of raw data, its scrutiny, and preliminary analytical techniques

have been discussed in Chap. 8. Many research programs deal with problems

that involve hypothesis testing. Details of hypothesis testing techniques,

both parametric and nonparametric, are discussed in Chap. 9. Analysis of

variance, along with different experimental designs and their analysis, is

discussed in Chap. 10. In Chap. 11, an attempt has been made to demonstrate

the techniques of analysis of different genetics and breeding related pro-

blems. Multiple regression analysis, discriminant analysis, principal compo-

nent analysis, cluster analysis, etc., have been taken up in Chap. 12. The
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emphasis has been on how to tackle multivariate problems with the help of

computer programs and their interpretations. Instruments are nowadays an

indispensible part of any research program. An attempt is made to discuss some

of the instruments, precaution to be taken to use the laboratory safety measures,

etc., in Chap. 13 . In this chapter, the utility of a computer in statistical analysis

and the misuse of statistical theories are discussed in brief. In the last chapter,

formulation of project proposal, interpretation, preparation of final report, etc.,

are discussed. In each chapter, theories are followed by examples from applied

fields, which will help the readers of this book to understand the theories and

applications of specific tools. Attempts have been made to familiarize the

problems with examples on each topic in a lucid manner. During the prepara-

tion of this volume, a good number of books and articles in different national

and international journals, have been consulted; efforts have been made to

acknowledge and provide these in the reference section. An inquisitive reader

may find more material from the literature cited.

To help the students, teachers and researchers in the field of agriculture

and other allied fields remains the prime consideration in conceptualizing this

book. Sincere efforts have been made to present the material in simplest and

easy-to-understand form. Encouragements, suggestions and helps received

from my teachers and my colleagues in the Department of Agricultural

Statistics, Bidhan Chandra Krishi Viswavidyalaya are acknowledged sin-

cerely. Their valuable suggestions towards improvement of the content

helped a lot and are acknowledged sincerely. Dr. BK Senapati, Associate

Professor, Department of Plant Breeding, and Dr Kusal Roy, Department of

Agricultural Entomology, Bidhan Chandra Krishi Viswavidyalaya, have

extended their full support towards the improvement of several chapters of

this book. The author sincerely acknowledges the help received from

Dr Senapati and Dr Roy. The author is happy to acknowledge the help

received from Sri Pradeep Mishra, K Padmanabhan, and Ms Piyali Guha,

the research students, during the preparation of this book. Thanks are due to

my two daughters, Saswati and Jayati, and their mother Swati for their full

cooperation and continuous encouragement during the preparation of this

manuscript. The author thankfully acknowledge the constructive suggestions

received from the reviewers towards improvement of the book. Statistical

packages used to demonstrate the techniques of analyzing data are also

gratefully acknowledged. Thanks are also due to M/S Springer Publishers

for the publication of this book and continuous monitoring, help and sugges-

tion during this book project. Help, co-operation, encouragement received

from various corners, which are not mentioned above, the author thankfully

acknowledge the same. Every effort will be successful if this book is well

accepted by the students, teachers, researchers, and other users whom this

book is aimed at. I am confident that like the other books written by me, this

book will also receive huge appreciation from the readers. Every effort has

been made to avoid errors. Constructive suggestions from the readers in

improving the quality of this book will be highly appreciated.

Department of Agricultural Statistics P.K. Sahu

Bidhan Chandra Krishi Viswavidyalaya
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About the Book

This book is the outcome of more than 20 years of the author’s experience in

teaching and in research field. The wider scope and coverage of the book will

help not only the students/ researchers/professionals in the field of agriculture

and allied disciplines but also the researchers and practitioners in other fields.

Written in a simple and lucid language, the book would appeal to all those

who are meant to be benefited out of it. All efforts have been made to present

“research,” and its meaning, intention, and usefulness. The book reflects

current methodological techniques used in interdisciplinary research, as

illustrated by many relevant worked out examples. Designing of research

program, selection of variables, collection of data, and their analysis to

interpret the data are discussed extensively. Statistical tools are complemen-

ted with real-life examples, making the otherwise complicated subject like

statistics seem simpler. Attempts have been made to demonstrate how a user

can solve the problems using simple a computer-oriented program. Emphasis

is placed not only on solving the problems in various fields but also on

drawing inferences from the problems. The importance of instruments and

computers in research processes and statistical analyses along with their

misuse/incorrect use is also discussed to make the user aware about the

correct use of specific technique. In all chapters, theories are combined

with examples, and steps are enumerated to follow the correct use of the

available packages like MSEXCELL, SPSS, SPAR1, STATISTICA and

SAS. Utmost care has been taken to present varied range of research pro-

blems along with their solutions in agriculture and allied fields which would

be of immense use to readers.
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Scientific Process and Research 1

Inquisitiveness is the mother of all inventions.

Human being, by its instinct, is curious in nature;

everywhere they want to know what is this, what

is this for, why this is so, and what’s next. This

inquisitiveness has laid the foundations of many

inventions. When they want to satisfy their

inquisitiveness on various phenomena in a logi-

cal sequence of steps, they should take the role of

the scientific process.

1.1 Scientific Methods

There are various ways or methods of knowing

the unknowns, to answer to the inquisitiveness.

Among the various methods, the scientific

method is probably the most widely used

method. The scientific process aims at describing

explanation, and understating, of various known

or unknown phenomena in nature. Thus, it

increases the knowledge of human beings in

multifarious ways. Any scientific process may

have three basic steps: systematic observation,

classification, and interpretation. Scientific

methods are characterized by their objectivity,

generality, verifiability, and creditability. Objec-

tivity refers to procedures and findings not

influenced by personal feelings, values, and

beliefs of a researcher. Thus, objectivity in a

scientific process ensures an unbiased, unpreju-

diced, and impersonal study. Generality refers

to the power of generalization of the study

from a particular phenomenon under study.

Scientific studies should have general or

universal applications. Universality refers to the

fact that a study could provide a similar result

under the same situations. Verifiability refers

to the verifications of results or findings from

subsequent studies. Not all scientific studies

should lead to predictability, but when it predicts,

it should predict with sufficient accuracy.

Scientific method is a pursuit of truth as

determined by logical considerations. Logical

sequence aims at formulating propositions/

hypotheses explicitly and accurately so that

these not only explain the phenomenon and

unearth the undiscovered truth but also possible

alternatives. All these are done through

investigations/experimentations/observations.

Thus, observation, investigation, and experimen-

tation are the integral part of a scientific process

either in isolation or in combination; through

observation, one can describe and explain the

phenomenon of interest. Investigations lead to

provide a deeper insight into the phenomenon

to unearth or expose the hidden truth. On the

other hand, experimentations are mostly

conducted under control conditions where most

of the variables under considerations are allowed

to remain constant, barring the variables of inter-

est. The scientific method is mainly based on

some basic postulates like:

1. It assumes the ethical neutrality of the prob-

lem under consideration, which leads to

adequate and correct statement about the

population objects.

2. It relies on empirical evidences.

3. It utilizes pertinent and relevant concepts.

P.K. Sahu, Research Methodology: A Guide for Researchers in Agricultural Science,
Social Science and Other Related Fields, DOI 10.1007/978-81-322-1020-7_1, # Springer India 2013
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4. It is committed to objective considerations.

5. It is committed to a methodology known to all

concerned for critical scrutiny and possible

replications.

6. In most of the cases, it is based on probabilis-

tic approach.

1.2 Research

Research is “re-search,” meaning a voyage

of discovery. “Re” means again and again,

and “search” means a voyage of knowledge.

Research facilitates original contribution to the

existing stock of knowledge, making for its

advancement for the betterment of this universe.

Research inculcates scientific and inductive

thinking, and it promotes logical habits of think-

ing and organizations. The wider area of research

and its application has laid to define research in

various ways by various authors. By and large,

research can be thought of as a scientific process

by which new facts, ideas, and theories could

be established or proved in any branch of

knowledge.

Research is an art of scientific investigations;

it leads to unearth the so-called hidden things of

this universe. Research leads to enrichment of

knowledge bank. Scientific research is entirely

different from the application of scientificmethod

towards harnessing of curiosity. Scientific infor-

mation is put forward by a scientific research in

explaining the nature and properties of nature.

1.2.1 Motivations of Research

Though inquisitiveness is the prime motivation

for research, there are other motives or possible

motives for carrying out a research project:

1. Joy of creativity

2. Desire to face challenges in solving the

unsolved problems

3. Affinity to harness intellectual joy while

doing some new work

4. Desire to serve the society

5. Desire to get respect

6. Desire to get a research degree

7. Desire to have means of livelihood

Neither the above list is exhaustive, nor the

motives mentioned above operate in isolation;

theymay operate individually or in combinations.

These motivations are from individual point of

view. But motivations in research may come as

directives from the government as part of their

policy and may come under certain compelling

situations and so on. Government may ask to

undertake a research program so as to make the

public distribution systemmore effective towards

eradicating hunger, may direct to undertake

research so that the productivity of food grain

production may reach to the target within the

stipulated time period, may ask researchers in

economic policy so that the economic recession

in different parts of the globe may not touch the

economy of a particular country, etc.

Compelling situations like certain natural

disasters in the form of tsunami, Aila, flood,

and tornado, and outbreak of pests and diseases

may lead to a research work towards finding

and understanding causal relationships and

overcoming approaches.

1.2.2 Objective of Research

The objective of any research is to unearth the

answers to the questions an experimenter/

researcher has in mind. The purpose of any

research is to find out the truth which has so

long remained undiscovered. Any research may

have one or more objectives befitting to the pur-

pose of the study. However, these can be

categorized into different groups:

1. To gain familiarity of new things or to get

an insight into any phenomenon

2. To picturize or to describe the characteristics

of a particular situation, group, etc.

3. To work out the relative occurrence of some

things and their associated things

4. To taste the hypotheses of relationship among

the associated variables, to study the dynam-

ics of relationships of different associated

variables in this universe

2 1 Scientific Process and Research
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As such a research may be exploratory or

formulative, descriptive, diagnostic or hypothe-

sis testing, etc., in nature. A research can be

oriented to explore new things or new solutions

and new insights in a particular phenomenon.

This type of research can lead to the formulation

of new things.

1.2.3 Research Methodology

The systematic process of solving a research

problem is termed as research methodology.

The science of studying how a research is carried

out scientifically is known as research methodol-

ogy. It generally encompasses various steps

followed by researchers in studying research

problems adopting logical sequences. In doing

so, researchers should clearly understand the fol-

lowing questions in their mind: how to reach the

answers to the questions, what could be the other

steps, and what methods/techniques should be

used? They should have ideas about a particular

technique to be used among the available

techniques, what are the assumptions and what

are the merits and demerits. Thus, proper knowl-

edge of research methodology enables a

researcher to accomplish his or her research

projects in a meticulous way. Research method-

ology helps a researcher in identifying the

problems, formulating problems and hypotheses,

gathering information, participating in the field-

work, using appropriate statistical tools, consid-

ering evidences, drawing inferences from the

collected information or experiment, etc.

Research methodology has a great role to play

in solving research problem in a holistic way by

the researcher. Research methodology helps a

researcher:

1. To carry out a research work more confidently

2. To inculcate his or her abilities/capabilities

3. To extract not only the undiscovered truth of

the objective of the research but also his or her

hidden talent

4. To better understand the society and its need

1.2.4 Research Method

Techniques or methods used in performing

research operation known as research method.

Research method is mainly concerned with the

collection and analysis of information generated

in answering the research problem that researchers

have in mind. Thus, research method mostly

includes analytical tools of research. The method

of collecting information (from observation,

experimentation, survey, etc.) using an appropriate

survey/case study/experimentation method is

included in a research method. The next group of

a researchmethod consists of statistical techniques

to be used among the host of available statistical

tools in establishing the characteristics and

relationships of the knowns or unknowns.

Research method also includes techniques for

evaluating the accuracy of the result obtained.

1.2.5 Research Methodology vs.
Research Method

From the above discussion, it is clear that

research methodology is a multidimensional con-

cept in which research method constitutes a part.

As such research methodology has a wider scope

and arena compared to research method. While

discussing research methodology, a researcher

talks not only about the techniques or collections

of information and analysis of information but

also on the logic behind the use of particular

methods commensurating with the objective in

mind and capability of generalizations of infor-

mation generated from the research. Research

methodology is also concerned with why the

research problem has been chosen, how the spe-

cific problem has been defined, how the possible

indicator has been identified, how the hypothesis

is framed, what the data requirements for testing

those hypotheses are, how to collect those data,

why some particular methods of collections of

analysis of data are against the other methods, and

other similar questions. Thus, research
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methodology is concerned with the whole

research problem or study, whereas research

method is concerned with techniques, collections

of information, its analysis, and validation.

Research method can be regarded as a subset of

research methodology.

1.2.6 Research Approach

Depending upon the inquisitiveness/problems the

researcher has in mind, the approach to find a

solution may broadly be categorized under two

groups: qualitative and quantitative approach.

In qualitative approach, research is mainly

concerned with subjective assessment of the

respondent. It is mainly concerned with attitudes,

opinions, behaviors, impressions, etc. Thus,

qualitative research is an approach to research

to generate insights of the subject concerned in

nonquantitative form or not subjected to rigor-

ous quantitative analytical tools. In quantita-

tive research approach, researchers undertake

generations of information in quantitative form

which are subjected to rigorous quantitative anal-

ysis subsequently. Generally, the quantitative

approach has three different forms:

1. Inferential approach

2. Experimental approach

3. Simulation approach

1.2.6.1 Inferential Approach
In this approach, information is obtained to use

or to draw inference about the population

characteristics, their relationships, etc. Generally,

survey or observations are taken from a studied

sample to determine its characteristics and their

relationships, and then, sample behavior is used to

infer about the population behavior on the same

characteristics and their relationships. Though

the objective remains to study the population

behaviors, characteristics, and interrelationships,

because of constraints like time, money, resource,

accessibility, and feasibility, it becomes difficult to

study each and every unit of the population.

Representative part of the population samples are

drawn to study the behavior, characteristics, and

interrelationships; these are again subjected to

inferential tools to draw conclusions and to draw

inference about the populations, behavior,

characteristics, and interrelationships. In this

approach, the researcher has no control over the

characteristics or variables or respondent under

study.

1.2.6.2 Experimental Approach
Experimental approach is characterized by control

over a research environment by a researcher. An

experiment is defined as a systematic process in

which a researcher can have control over variables

under considerations to fulfill the objective of his

or her research process. Experiments are of two

types: absolute experiment and comparative

experiment. In absolute experiment, researches

are in search of certain descriptive measures or

characteristics and their relationships under con-

trol conditions, for example, how an average per-

formance of a particular variety of paddy is

changing over different nutrient regimes and

how the nutrient regimes and average perfor-

mance are associated. In comparative experiment,

on the other hand, an experimenter is interested in

comparing the effects of different treatments (con-

trol variables). For example, one may be inter-

ested in comparing the efficacy of different

health drinks.

1.2.6.3 Simulation Approach
Stimulation means operations of numerical

model that represents the structure of a dynamic

process. In a simulation approach, artificial envi-

ronment is created within which required infor-

mation can be generated. Given the values for

initial or ideal conditions, parameters, and exog-

enous variables, stimulation is run to represent

and to regenerate the behavior of a process again

and again so that it reaches to a stabilized

condition providing consistent results. Future

conditions can also be visualized under different

varying conditions, parameters, and exogenous

variables.
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1.2.7 Criteria of Good Research

The ultimate objective of any research program

should be oriented towards providing benefit to

the society. The purpose of research, may it be in

the field of life science, social science, business,

economics, and others, will definitely facilitate

better standard of living and conditions for the

poorest of the poor. A good research should have

the following criteria:

1. It should have clearly defined objectives

2. It should have described the research proce-

dure sufficiently in detail and performed in

a manner such that it could be repeated

3. It should have research design properly

planned and formulated to provide results as

far as possible to fulfill the objective of

a research program

4. It should have adequate analytical work to

reveal the significance in the tune of validity

and reliability of the results for the betterment

of the community

5. It should find out and report the flaws and

lacunae of the research carried out so that it

could be rectified in future program

6. Inference should be drawn only to the extent

to which it is justified by the information

support and validated by the statistical tool.

Unnecessary generalization and extra variant

comments not warranted by the observations

should be avoided.

With the above guidelines, a good research

should be (a) systematic, (b) logical, (c) empiri-

cal, (d) replicable, and, above all, (e) creative.

Systematic research is one which is structured

with specific steps in proper sequence in accor-

dance with well-defined set of rules. Specific

steps in proper sequence never rule out creative

thinking in changing the standard paths and

sequence.

Any scientific process is guided by the rules of

logical reasoning and logical process of intention

and deduction. Induction is a process of

reasoning from portion to the whole, contrary to

deduction, meaning a process of reasoning from

some premises to the conclusion which comes

out from the premises; without having any

logical reasoning, a research is meaningless.

A good research should take into consideration

one or more aspects of real-life situations which

could deal with concrete data that provides basis

for validity of research results.

Replicability of any research loves research

results that should be verified by replicating a

study and thereby providing a sound basis in

taking decision with respect to the research

findings.

Creativity is the most important factor in

research proposal. Ideally no two research

proposals should be identical to each other.

Research proposal should be designed meticu-

lously so as to consider all factors relevant to

the objective of the project. Difference in the

formulation and structure of two research

programs results in difference in creativity

and also in findings. Any sorts of guessing or

imagination should be avoided in arriving at

conclusions of a research program.

1.2.8 Types of Research

Research is a journey towards the betterment of

human lifestyle. It is innovative, intellectual, and

fact-finding tools. Depending upon the nature,

objectives, and other factors, research program

has been defined or categorized under different

types. The different types of research program

mentioned below are to some extent overlapping,

but each of them has some unique differenti-

able characteristic to put them under different

categories:

1. Descriptive research

2. Analytical research

3. Fundamental/pure/basic research

4. Applied/empirical research

5. Qualitative research

6. Quantitative research

7. Conceptual research

8. Original research

9. Artistic research

10. Action research

11. Historical research

12. Laboratory research

13. Field research

14. Intervention research
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15. Simulation research

16. Motivational research

17. One-time research

18. Longitudinal research

19. Clinical/diagnostic research

20. Conclusion-oriented research

21. Decision-oriented research

22. Exploratory research

23. Explanatory research

24. Evaluation research

25. Operation research

26. Market research

27. Dialectical research

28. Internet research

29. Participatory research

1.2.8.1 Descriptive Research
This research is sometimes known as ex post

facto research. In this type of research, the objec-

tive is to describe a state of phenomenon that

already exists. Generally the researchers attempt

to trace probable causes of an effect which has

already occurred even when a researcher doesn’t

have any control over the variables. The plight of

human beings after tsunami may be the objective

of research projects. In this type of project, the

researcher’s emphasis is on the causes of their

plight so that appropriate measures could be

taken at proper level. Ex post facto research

may also be undertaken in business and industry,

for example, reasons for changing behavior of

consumer towards a particular commodity or

group of commodity. In this type of studies, all

measures to describe the characteristics as well

as correlation measures are considered.

1.2.8.2 Analytical Research
Analytical research study is based on facts. A

researcher has to use the facts or information

available to them, analyzes them to critically

evaluate the situation and followed by

inferences. Thus, the difference between the

descriptive and analytical research, though there

is no silver lining, is that analytical research most

likely goes deep inside the information for criti-

cal evaluations of the situations, whereas

descriptive research may have the sole objective

in describing the characteristics of the situations.

1.2.8.3 Fundamental/Pure/Basic
Research

Fundamental or basic research, sometimes

known as pure or exploratory research, is mostly

related to the formulation of theory. Fundamental

researches are concerned with the generalization

of nature and human behavior at different

situations. It may aim at gathering knowledge

for knowledge’s sake. Research findings which

have resulted to the Newton’s law of gravity,

Newton’s law of motion, etc., are examples of

pure or fundamental research. Fundamental

research is more often intellectual explorations

arising out of intrinsic inquisitiveness of human

beings. It is not associated with solving a partic-

ular problem, rather exploring the possibility of

unearthing universal laws or theories.

1.2.8.4 Applied Research
Applied researches are mostly application-

oriented research programs. This type of research

aims at finding a solution for an immediate prob-

lem faced by a society, nation, business organi-

zation, etc. Market research is an example of

applied research. Applied research is action ori-

ented. Applied researches are often criticized by

the nonacceptance or poor acceptance of their

results by the people. Among the many reasons,

one might be the fact that action research is

conducted under controlled conditions which

may not match entirely in reality with the

people’s living and working conditions. These

problems of applied research have given rise to

the concept of adaptive research. Thus, adaptive

research should have emphasis on the usefulness

of its results in the society and should be

conducted under the prevailing situations of the

targeted people.

1.2.8.5 Qualitative Research
Qualitative research is concerned with qualita-

tive phenomenon. It is associated with phenom-

ena like reasons of human behaviors. It aims at

discovering the reasons of motivations, feelings

of the public, etc. This type of research explores

the psychological approach of human behavior

and qualitative aspects of other areas of interest.

Instead of analyzing data, based on observations,

6 1 Scientific Process and Research



www.manaraa.com

this depends on the help and guidance of

psychologists, experts, etc. Why a group of

people in a particular area prefers a particular

type of tea may be one of the examples of

qualitative research. Qualitative research uses

techniques like word association test, sentence

test, or story competition test. Exit or opinion

poll is conducted during election in determining

how people react to political manifestoes,

candidatures, etc., and in deciding the outcomes

of election.

1.2.8.6 Quantitative Research
Quantitative research is another kind of research

in which systematic investigations having quan-

titative property and phenomenon are consid-

ered. Their relationships are worked out in this

research. Quantitative research designs are

experimental, correlational, and descriptive in

nature. It has the ability to measure or quantify

phenomena and analyze them numerically. Sta-

tistics derived from quantitative research can

be used in establishing the associative or causal

relationship among the variables. Fluctuations

relating to performance of various business

concerns, measured in terms of quantity or data,

and agricultural experiments relating to measure-

ment of quantitative characters and their correla-

tional activities are examples of quantitative

research. Quantitative research depends on the

collection of data, the accuracy of data collection

instruments, and the consistency and efficiency

of the data. Utilization of proper statistical tool in

testing of hypothesis or in measuring the estimate

of the treatments is the prerequisite of the quality

inference drawn from this type of research.

1.2.8.7 Conceptual Research
Conceptual research leads to an outline of

conceptual framework to be used for a possible

course of action in a research program. Thus,

conceptual researches are aimed at formulating

intermediate theory that is related to, or connected

to, all aspects of inquiry. Conceptual research is

related to the development of new concepts

or innovations and interpretations of new ideas

for existing methods. It is generally adopted

by the philosopher and policy makers or policy

thinkers.

1.2.8.8 Original Research
To some extent, original research is fundamental

or basic in nature. This is not exclusively based

on a summary, review, or synthesis of earlier

publications on the subject of research. The

objective of original research is to add new

knowledge rather than to present the existing

knowledge in a new form. An original work

may be an experimental one, may be an explor-

atory one, and may be an analytical one. The

originality of research is one of the major criteria

for accessing a research program.

1.2.8.9 Artistic Research
One of the characteristics of artistic research is

that it is subjective in nature, unlike those used in

conventional scientific methods. Thus, artistic

research, to some extent, may have similarity

with qualitative research. Artistic research is

mainly used to investigate and taste an artistic

activity in gaining knowledge for artistic

disciplines. These are based on artistic methods,

practice, and criticality. The main emphasis is

enriching the knowledge and understanding the

field of arts.

1.2.8.10 Action Research
Action research is mostly specific problem

oriented. The objective of this type of research

is to find out reasons and to understand any

situation to go deep into the problem so that an

action-oriented solution could be attended.

This is mostly used in social science researches;

participation of local people is the main charac-

teristic feature of this type of research. There are

three main steps in action research: (1) examin-

ing and analyzing the problem with local

people’s participation, (2) deciding upon actions

to be taken under the given situations in collabo-

ration with active local people’s participation,

and (3) monitoring and evaluating so as to eradi-

cate constraints and improve upon the action
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plans. Generally this type of research doesn’t

include strong theoretical basis with high com-

plex method of analysis; rather, it is directed

towards mitigating immediate problems under a

given situation.

1.2.8.11 Historical Research
Historical research means an investigation of the

past. In this type of research, past information is

noted and analyzed to interpret the condition

existed during the period of investigations. It

may be a cross-sectional research or a time series

research. This method utilizes sources like

documents, remains, etc., to study past events

or ideas, including the philosophies of people

and groups at any remote point in time. In

forecasting generally the past records are

analyzed to find out the trends and behaviors of

a particular subject of interest. These are some-

times mathematically modeled to extrapolate the

future of a phenomenon with an assumption that

past situations will likely continue in the future.

The Delphi and expert opinion methods are

examples of using such historical method of

research in solving research problems.

1.2.8.12 Laboratory Research
Laboratory research is one of the most powerful

techniques in getting answers a researcher has in

his or her mind. Laboratory research is also one of

the wings of experimental research. It may com-

bine with field research or may work indepen-

dently. Modern scientific research is heavily

dependent on laboratory/instrumental facilities

available to researchers. A better laboratory facil-

ity in conjunction with tremendous inquisitive-

ness of a researcher may lead to an icebreaking

scientific achievement for the betterment of

human life. There are so many good popular,

renowned laboratories in the world which con-

tinue to contribute to the knowledge bank not

only by genius scientists but also by the facilities

available to them. Under laboratory condition, a

research is being carried out to some extent under

control conditions. In laboratory research, an

experimenter has the freedom to manipulate

some variables while keeping others constant.

Laboratory experiments are characterized by its

replicability.

1.2.8.13 Field Research
Field research is a type of research that is not

necessarily confined to laboratories. By field

research, we generally mean researches were

carried out under field conditions; field

conditions may be agricultural, industrial, social,

psychological, and so on. Field experiments are

the major tools in psychology, sociology, educa-

tion, industry, business, agriculture, etc. An

experimenter may or may not have control over

the variables. Field research may be an ex post

facto research. It may be an exploratory in nature

and may be a survey type of research. Field

research can be very well suited for testing

hypothesis and theories. In order to conduct a

field research, an experimenter is required to

have high social experimental, psychological,

and other knowledge.

1.2.8.14 Intervention Research
Interventional research mainly aimed at

searching for the type of interventions required

to improve upon the quality of life. Its main

objective is to get an answer to the type of

intermediaries and intervention (may be institu-

tional, formal, informal, and others) required to

solve a particular problem. Once the finding of an

interventional research is obtained, the govern-

ment and other agencies work out an intervention

strategy. For example, it is decided that to ensure

food and nutrition security by 2020, the produc-

tivity should increase at 3% per annum. The

question is not only related to what should be

the strategy to achieve the target but also related

to what should be the appropriate steps; what

should be the role of government, quasi-

government, and nongovernment agencies; and

what are technical, socioeconomic, and other

interventions required at different levels—

intervention research is the only solution.

In business, let a particular house wants to

popularized their products to the consumer.

Now research is required to answer the questions

what should be the marketing/promotional/inter-

mediary strategies to reach to the consumer, in
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addition to motivational research about the

consumers? At government levels, different

health-improving programs are taken up based

on intervention research findings on particular

aspects. Thus, intervention research is most per-

tinent in social improvement perspective, having

clear-cut objectives.

1.2.8.15 Simulation Research
Simulation means an artificial environment

related to a particular process is framed with

the help of numerical or other models to indicate

the structure of the process. In this endeavor,

the dynamic behavior of the process is tried

to be replicated under controlled conditions.

The objective of this type of research is to trace

the future path under varying situations with the

given site of conditions. Simulation research has

wider applicability not only in business and

commerce but also in other fields like agricul-

ture, medical, space, and other research areas.

It is useful in building models for understanding

the future course.

1.2.8.16 Motivational Research
Motivational research is, by and large, a quality

type of research carried out in order to investigate

people’s behavior. While investigating the reasons

behind people’s behavior, the motivation behind

this behavior is required to be explored with the

help of a research technique, known as motiva-

tional research. In this type of research, the main

objective remains in discovering the underlying

intention/desire/motive behind a particular

human behavior. Using an in-depth interview/

interactions, researchers try to investigate into the

causes of such behavior. In the process,

researchers may take help from an association

test, word completion test, sentence completion

test, story completion test, and some other objec-

tive test. Research is designed in such a way so as

to investigate the attitude and opinion of people

and/or to find how people feel or what they think

about a particular subject. Thus, mostly these are

qualitative in nature. Through such research, one

which can motivate the likings or dislikings of

people towards a particular phenomenon. There

is little scope of quantitative analysis of such

research investigation. But one thing is clear:

while doing such research, one should have

enough knowledge on human psychology or take

help from a psychologist.

1.2.8.17 One-Time Research
A research program either can be carried out at a

particular point of time or can be continued over

the time course. Most of the survey types of

research designs are one-time research. This

type of research may be both qualitative or quan-

titative in nature and applied or basic in nature

and can also be action research. Survey research

can be taken out by the National Sample Survey

Organization (NSSO) in India, and another simi-

lar type of organizations in different countries

takes up the survey type of research to answer

different research problems which come under

mostly one-time research program. Though

research programs are taken up at a particular

point of time, these can be replicated or repeated

to verify their results or study the variations of

results at different points of time under the same

or varying situations.

1.2.8.18 Longitudinal Research
Contrary to one-time research, longitudinal

research is carried out over several time periods.

In experimental research designs, particularly in the

field of agriculture, there is a need for checking the

consistency of the result immerged out from a par-

ticular research program; as such, these are coming

under a longitudinal research program. Long-term

experiments in the field of agriculture are coming

under the purview of longitudinal research. This

research program helps in getting not only the

relationships among the factors or variables but

also their pattern of change over time. Time series

analysis in economics, business, and forecasting

may be included under a longitudinal research pro-

gram. Unearthing the complex interaction among

variables or factors under long-term experimental

setup is of much importance compared to a single

experiment or one-time experiment.
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1.2.8.19 Clinical/Diagnostic Research
In medical, biochemical, biomedical, biotech-

nological, and other fields of research, a clinical/

diagnostic research forms an important part.

Generally this type of research follows a case

study method, in which in-depth study is made

to reveal the causes of a particular phenomenon

or to diagnose a particular phenomenon. This

type of clinical/diagnostic research helps in

knowing the causes and the relationship among

the causes of a particular effect which has

already occurred.

1.2.8.20 Conclusion-Oriented Research
In conclusion-oriented research, a researcher

picks up his or her problem design and redesigns

a research process as he or she proceeds to have a

definite conclusion from the research. This type

of research leads to yield definite conclusion.

1.2.8.21 Decision-Oriented Research
In decision-oriented type of research, a researcher

needs to carry out a research process so as

to facilitate the decision-making process. A

researcher is not free to take up a research process

or research program according to his or her own

inclination.

1.2.8.22 Exploratory Research
Exploratory research is associated with the

development of a hypothesis. It is the type of

research in which a researcher has no idea

about the possible outcome of the research.

Research is an innovative activity. It is an intel-

lectual process to provide more benefits to the

community. Exploratory research is the tool to

discover hidden facts underlying the universe.

Exploratory research can, however, be conducted

to enrich a researcher on a particular phenome-

non he or she wishes to study. For example,

if a researcher intends to study social interaction

pattern against the polio vaccination program

or polythene avoidance program but has little

idea about human behavior, a preliminary inter-

action with persons related against the polio

vaccinations or against the polythene avoidance

may help the researcher in designing his or her

research program.

1.2.8.23 Explanatory Research
The purpose of explanatory research design is

to answer the questionwhy. Thatmeans in explan-

atory research, the problem is known and

descriptions of the problem are with the

researcher but the causes or reasons or the descrip-

tion of the described findings is yet to be known.

Thus, explanatory research starts working where

descriptive research ends. For example, descrip-

tive research has findings that more than 30% of

people in a particular community suffer from a

particular disease or abnormality. Now, an

explanatory researcher starts working to search

the reason for such results. He or she is interested

in knowing why a particular phenomenon is hap-

pening, what are the reasons behind it, and how

could it be improved upon.

1.2.8.24 Evaluation Research
In a broad sense, evolutionary research connotes

the use of research methods to evaluate the

program or services and determine how effec-

tively they are achieving the goals. Evaluationary

research contributes to a body of verifiable knowl-

edge. The government or different organizations

are taking up different developmental projects or

programs. Evaluationary research develops a tool

to evaluate the success/failure/lacunae of such

research program.Evaluationary research program

helps in decision-making process at the highest

level of government departments or NGOs.

1.2.8.25 Operation Research
Operation research is a type of a decision-

oriented research. It is a scientific method of

providing quantitative basis for decision making

by the decision makers under their control.

1.2.8.26 Market Research
Nowadays, market research is an important field

of business or industry. This type of research

generally falls under socioeconomic research

pattern in which social economic behavior of
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the consumer, of the middlemen, of the business

community, of the nation, and of the world is

investigated in depth. This type of research is

qualitative as well as quantitative in nature. Atti-

tude, preference, liking, disliking, etc., towards

adoption or non-adoption of a particular product

are coming under qualitative research, whereas

the area/quantum of consumers, possible turn-

over, possible profit or loss, etc., constitute the

quantitative parts of a research. Market research

is the basic and must-do type of research before

releasing new product into the market. Market

research also includes the types of marketing

channels involved in the process, their moderni-

zation and upgradation, etc., so that the products

are welcomed by ultimate users. No business unit

can bypass the importance of market research.

Market research investigates about the market

structure, dreams, and desires of the customers.

An effective marketing strategy should have

clear idea about the nature of the targeted cus-

tomer choices, the competitive goods, and the

channels operative in the system.

1.2.8.27 Dialectical Research
This is a type of qualitative research mostly

exploratory in nature. This type of research

utilizes the method of dialectic. The aim is to

discover the truth through examination and

interrogation of competing ideas, arguments,

and perfectives. Hypothesis is not tested in this

type of research; on the other hand, the develop-

ment of understanding takes place. Unlike empir-

ical research, these are researches working with

arguments and ideas instead of data.

1.2.8.28 Internet Research
If research is a journey towards knowledge, then

Internet search can also be regarded as research.

It is a widely used, readily accessible means of

searching, enhancing, defining, and redefining

the existing body of knowledge. Internet research

helps to gather information for the purpose of

furthering understanding. Internet research

includes personal research on a particular sub-

ject, research for academic project and papers,

and research for stories and write-up by writers

and journalists. But there is an argument whether

to recognize Internet search as research or not.

Internet research is clearly different from

the well-defined rigorous process of scientific

research. One may or may not recognize Internet

research, but it is emphatically clear that in mod-

ern scientific world, Internet has a great role to

play in unearthing or discovering the so-called

hidden truth for the betterment of the humanity.

1.2.8.29 Participatory Research
From the above discussion on the type of

research, it can emphatically be noted that the

type of research is based on its objectives, tools,

nature, and perspectives/approaches. Different

types of research are not exclusive to each

other; rather, they are overlapping. Thus, the

field experiment to compare the efficacy of yield

of different varieties of rice may be put under the

experimental research as well as applied research

and also under field research. In fact, most of the

research programs are following one or more of

the research types mentioned above.

In social sciences, particularly when the

research problem is aimed at solutions to the

problems faced by a community or a group of

people, participatory research plays an important

role. In this type of research, people participation

is ensured, leading to a better understanding of

the problem, the need, and the solution needed. In

finding out the solutions to social problems

strategically, people perception about the solu-

tion is very much helpful, in particular during

the implementation of the solution. This method

is generally most effective for research programs

involving relatively homogeneous community.

The advantages of a participatory research

method are as follows: (1) researchers (the

outsiders) get an inner perspective of the commu-

nity and (2) it is easier, (3) faster, (4) cheaper, and

(5) more effective. Generally this type of research

is used in intervention studies, though not solely.

1.2.9 Significance of Research

Research is a process to satisfy the inquisitiveness

of human beings. It is a pursuit of the unknown,

1.2 Research 11
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to know the things in a better way. Research is a

systematic, formal, or informal process of know-

ing or explaining the so-called hidden truth for the

betterment of mankind. It is gaining importance

day by day. Though in its initial phase it was

mostly individual efforts, but with passage of

time, it has been realized that individual efforts

could be streamlined in a systematic way for the

benefit of this universe in a better way. As a result

it has become an indispensable component for the

development of the nation, for the development

of the industry, and for the development of a

particular group of people, to guide the solutions

to particular problems, in addition to the develop-

ment of theories and hypothesis. It is consistent

and sincere endeavor towards enriching the

knowledge bank. Today’s progress is based on

the past days’ research. If inquiry is the base of a

research, then all progress is born of inquiry.

Research inculcates scientific and inductive

thinking in human beings. It helps human beings

to think and organize logically. Research is an

integral part of the development of the nations.

In the absence of any fruitful research outcome,

government policies will have little or no effects.

The economic systems of the nations and the

whole world are entirely based on the research

outcomes. All government policies and activities

are guided by the findings of the research.

The importance of scientific research can very

well be felt in government, business, and social

science sectors. Decision making may not be a

part of research, but research can facilitate the

decision of policy makers. Government is by the

people, for the people, and of the people. It is an

official machinery to run the administration.

In the context of good administration, research

as a tool to economic policy has three faces of

operation: (1) investigation of economic struc-

ture through continuous assessment of facts,

(2) diagnostics of events and analysis of forces

underlying the event, and (3) the prediction of

future development–prognosis.

Research has a significant role in solving

various operational and planning problems of

business and industry. The existence of different

new products in the market is the ultimate result

of the research carried out in the development of

that product, operation research, motivational

research, and market research. While pure and/

or applied research helps in the development of

different new products, operation research is use-

ful in optimizing the cost, namely, the profit

maximization of the business concern. In a com-

petitive market, any customer wants to have

higher-quality products with the lowest price.

Market research helps in unearthing the scenario

in the market as well as the feelings and desires

of the consumers and accordingly sets a market-

ing strategy. Motivational research is related

with psychological behavior of the market. Moti-

vational research helps in identifying the psy-

chology or the motives of the consumers in

favor of or against a particular product. Market

analysis also plays a vital role in adjusting

demand and supply for business houses. The

researches in sales forecasting, price forecasting,

and quality forecasting may help the business

houses to develop effective business strategies.

Research is for the betterment of humanity.

As a result, this is equally important in social

science. Scientists of social science are to take

up research programs so as to get solutions on

different social problems. Social scientists are

benefitted in two ways: social research provides

them the intellectual satisfaction of gaining

knowledge for the sake of enriching knowledge

and also the satisfaction in solving practical

social problems. The findings of social science

research not only help to have better lifestyle

for the community but also help in two other

sectors—the business sector and the government.

The results of social science are being effectively

used by the business and industry for the effec-

tive expansion of business and marketing strat-

egy. For the government, social science research

provides the inputs in getting the impulse, feel-

ing, likings, disliking, problems, constraints, etc.,

faced by the people, namely, the formulations

of interventions or developmental strategy.

Keeping all these importances of research

in view, both government and nongovernmental

agencies are setting up the research wings for the

purpose. Joining to a research laboratory, may

be as a professional, may be as a means of

livelihood, may be as a means for satisfying
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the inquisitiveness, and may be to flourish the

intellectuality of human beings, has become

prestigious to the society. By knowing the

research methodology and the methods, one can

accomplish research intention in a better way.

The knowledge of methodology provides a very

good idea to the new research workers to enable

them to do better research. The knowledge of

research methodology not only enriches the logi-

cal capability of the researcher but also helps

to evaluate and use the research results with

reasonable confidence. The intellectual joy of

developing a new theory, idea, product, etc.,

can never be compared with any other thing.
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Research Process 2

Research is a systematic process of knowing the

unknown. A research process is a stepwise delin-

eation of different activities to accomplish the

objective of a researcher in a logical framework.

It consists of a series of actions and/or steps for

effective conduction of research. The main steps

of a research process are given below. It may

clearly be understood that the steps noted below

are neither exhaustive nor mutually exclusive.

These steps are not necessarily to be followed

in the order these have been noted below.

Depending upon the nature and objective of the

process, more steps may come into the picture or

some of the steps may not appear at all.

2.1 Steps in Research

1. Identification and conceptualization of

problem

2. Purpose of study

3. Survey of literature

4. Selection of the problem

5. Objectives of the study

6. Variables/parameters to be included in the

study to fulfill the objectives

7. Selection of hypothesis

8. Selection of samples

9. Operationalization of concepts and optimi-

zation/standardization of the research

instruments

10. Collection of information

11. Processing, tabulation, and analysis of

information

12. Interpretation of results

13. Verification of results

14. Conclusion

15. Future scope of the research

16. Bibliography

17. Appendix

2.1.1 Identification and
Conceptualization of Problem

The inherent inquisitiveness of a researcher leads

to an abstract idea about the type of research

or area of research he/she is intending for.

A newcomer in the field of research, like a PhD

student or a Master’s student doing a dissertation

work under a supervisor/guide, may get ideas from

the guide or the supervisor. The best way to under-

stand the problem is to discuss with colleagues

or experts in the relevant field. In private, govern-

ment, and research organizations having defi-

nite research objectives, the research advisory

committees and scientific advisory committees

may also guide a researcher to the type of research

work to be undertaken. A researcher may review

conceptual and empirical type of literature to have

a better understanding about the problem to

be undertaken. There are mainly two types of

researches that were carried out: study of nature
and relational studies. The first one is concerned

with the development of theories, laws, principles,

etc., whereas the second one is related to working

out the relationships among the variables under

study. In the process of identification and

P.K. Sahu, Research Methodology: A Guide for Researchers in Agricultural Science,
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conceptualization of problem, a researcher frames

and reframes his/her ideas so as to reach to a

meaningful research program.

2.1.2 Purpose of Study

Any research program is guided by three “w’s”:

what to do, why to do, where to do, and also how

to do. All these are guided by the purpose of the

study. The purpose of the study guides a

researcher to the type of research problem(s)

he/she should undertake, which means what to

do, whether the study is basic in nature or an

empirical one. Once the problem has crept into

the mind of the researcher, the immediate ques-

tion that rises into his/her mind is “why.” That

means what is the purpose of the study, why

should one undertake this type of study, and

what would be the benefit to human beings.

Next, he/she should try to satisfy the query in

his/her mind, that is, where to take up a research

program, meaning the type of research program

to be undertaken—experimental, social, etc. He/

she should have a clear-cut understanding of the

objective of the study. The problems to be

investigated must be conceptualized unambigu-

ously, because that will help in deciding whether

further information are needed or not.

2.1.3 Survey of Literature

Once a problem is conceptualized, it should be

checked and cross-checked for its possible

acceptance or nonacceptance in the light of the

scientific inquisitiveness. Extensive survey of

literature should be done so as to have a com-

prehensive idea about not only the theoretical

aspects but also the operational aspect of the

program to be undertaken. A survey of research

on theoretical aspects will help a researcher in

fine-tuning a research program. This will also

help in boosting the self-confidence of a resear-

cher in his/her line of thinking. The operational

part of the survey of the literature will give an

idea to a researcher on how to accomplish a

research program, what could be the possible

problems in reaching the objective of the

program, and other information on relevant

field of studies. These may help a researcher in

anticipating the outcome of the research also.

When a researcher has a better access to litera-

ture, the better he understood a research pro-

gram; as a result, each and every research

organization must have a well-equipped refer-

ence library. With the advancement of computer

and Internet technology, a researcher, in any

part of the world, is now better placed than

their counterparts a few years ago. Thus, not

only having a good library but also selecting

an appropriate library are important for the

smooth conduction of a research program. The

review of literature, thus, constitutes the inte-

gral part of a research program, in spite of its

being time-consuming, daunting, and, to some

extent, frustrating but rewarding. The review of

literature provides clarity and enhances the

knowledge of a researcher, improves methodol-

ogy in the context of findings, etc.

2.1.4 Selection of the Problem

The selection and formulation of a research prob-

lem is the most important phase of a research

program. A research must answer the questions

“for whom,” “what to do,” etc. Once the concep-

tualization and purpose of the study are fixed

along with an extensive literature survey, formu-

lation and statement of the problem are next

steps. The problem should examine the issues to

be addressed and the path. While stating the

problem unambiguously, care must be taken to

verify the subjectivity and validity of the

background facts and information of the prob-

lem. The path of formulation of the problem

generally follows a sequential pattern in which

the number of formulations is set up, each being

more specific than the previous one and each

being framed more analytically and realistically

on the basis of the available information and

resources. In selection and formulation of the

problem, the subject area, the situations, the

resources available particularly the time and

monetary resources, etc., are required to be kept

in mind. Any research program is usually

associated with time consumption and possibility
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of unforeseen problems. One should select a

problem of great interest which can sustain such

problems. A too big or too extensive research

program may be unmanageable within the given

time frame and resource. So a researcher should

take into cognizance these factors and narrow

down the area of the topics up to that extent

that it is already manageable. A researcher

should make sure that the indicators by which

research problems are going to be characterized/

investigated are explained and measurements

are followed. A researcher should select the

indicators/measuring tools/analytical tools in

which he/she has a good level of expertise,

which are relevant in the context of the program,

and in which the data would be available and, of

course, the ethical issues are not compromised.

Thus, in formulating a problem, a researcher

should identify the broad field of a study or

subject of interest, dissect those into subareas

and select the most interested and pertinent

subareas, and lastly double-check all of the

above steps.

2.1.5 Objectives of the Study

The objectives of a study are the goals set to

attend in the study. These objectives should

clearly specify what a researcher wants through

a study. An objective may be a main objective,

and sub-objective, or specific objective. A main

objective is a statement about the overall trust

area of a study. In an empirical or applied

research, these objectives may also set the

relationship or associations a researcher wants

to discover or establish. Sub-objectives are spe-

cific objectives of a particular topic a researcher

wants to investigate within the main framework

of a study. Generally, each objective of a study

should be concerned with only one aspect of a

study. The objectives of a study are generally

written in words starting with “to determine,”

“to find out,” “to ascertain,” “to measure,” “to

describe,” “to compare,” “to demonstrate,” etc.

Thus, the objective should be framed in such a

way that it gives a complete, clear, and specific

idea about a study, identifying the main and the

correlational variables.

2.1.6 Variables/Parameters to be
Included in the Study to Fulfill
the Objectives

In a research program, particularly the quantita-

tive ones, it is important that the concepts used

should be in measurable terms so that the

variations in the respondent could be put under

mathematical treatments. Thus, the knowledge of

variables and measures plays a vital role in

extracting the truth from the observation of a

research program, so long remained hidden.

The types and measurement of these variables

have been discussed in Chap. 5. What is meant

by a variable? What is the difference between a

variable and a parameter? How are these

measured? The variable is an entity which varies

over various situations (time, space, both time

and space, individuals or units). In other words,

the antithesis of a constant is a variable. There

are various types and concepts of variables and

their measures/scales.

2.1.7 Selection of Hypothesis

At the very beginning, it may be clearly

understood that not all researchers have a

definite hypothesis or a hypothesis to be tested.

A hypothesis is an assumption/assertion of an

idea about a phenomenon under study. This

hypothesis forms the base of the entire research

program. Hypothesis brings clarity and specificity,

focuses to a research problem, but as has already

been mentioned, it is not essential for all research

programs. Hypotheses are based on the main and

specific objectives of studies, and they direct a

researcher to the type of information to be col-

lected or not to be collected. Hypothesis enhances

the objectivity of a research program. There are

different types of hypothesis like null hypothesis,

alternative hypothesis, and parametric and non-

parametric hypotheses.
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2.1.8 Selection of Sample

In fact, most of the empirical or applied studies

and, to some extent, some basic studies for their

effective outcome heavily depend on the type of

sample being used for the purpose. Any research

program is directed towards enriching the life-

style of the human being. Population can be

studied by examining its individual unit. Because

of constraints like time, resource, and feasibility, it

may not be possible to study each and every indi-

vidual unit of a targeted population. So a represen-

tative part of the populations—“sample”—is

taken; studies or researches are conducted on the

sample, using statistical techniques; it is verified

whether the sample behavior would be taken as the

population behavior or not. Information can be

obtained from experimental fields/social field

depending upon the nature of the research pro-

gram. There are different methods of drawing

samples (probability sampling, non-probability

sampling) depending upon the nature of the popu-

lation. Certainly not all the methods are equally

welcome in all situations. Thus, the technique of

drawing samples and the nature of the samples

plays a vital role in analyzing the sample

characteristics, namely, drawing inference about

the population characteristics towards fulfilling the

objective of a research program.

2.1.9 Operationalization of Concepts
and Optimization/
Standardization of the Research
Instruments

Nowadays most of the research programs are

characterized by the use of high-end sophisti-

cated modern instruments/equipments. Instru-

mentation centers have become an integrated

component of any research organization. Starting

from a simple pH meter to the modern-day elec-

tronic scanning microscopes or other sophisti-

cated equipments required to be standardized,

depending upon the nature of the experiments

and types of the instruments. A faulty or unstan-

dardized instrument may lead to erroneous

information and subsequently derail the entire

research program from its ultimate objective.

So, before taking up any information or record-

ing data from any instruments, a researcher

should be very careful about the authenticity

and usefulness of the data in the light of the

objective of a research program.

2.1.10 Collection of Data

Whatever may be the research type, qualitative

or quantitative, information are required to be

collected or collated in a most scientific manner

to fulfill the objective of a study. It may emphat-

ically be noted that though there exists no clear-

cut silver lining in differentiating between infor-

mation and data, by and large, by information we

mean both qualitative and quantitative; on the

other hand, by data one has an instinct to catego-

rize them under quantitative form. But, quite

frequently in a general sense, these two are used

synonymously. There are different methods of

collection of information/data depending upon

the source, nature, etc. According to the source

of information, data may be primary or second-

ary. Primary data are those data collected by the

user from the field of investigations with specific

objectives in mind. Secondary data, on the other

hand, are collated from different sources by the

user for his/her purpose. Thus, meteorological

information is the primary data to the department

of meteorology, but to a researcher who uses the

information from the meteorological department,

these are secondary data. There are different

methods of collections of data: observation

method, survey method, contact method, experi-

mental method, etc.

2.1.11 Processing, Tabulation,
and Analysis of Information

Having fixed the objective of a study and col-

lected the required information, the first thing a

researcher should attempt is to scrutinize or cross

verify the information. Once the information is

passed through the above process, processing
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and/or tabulation is required to be done to extract

firsthand concise information from the raw data.

With the help of the processing and tabulation of

the information, a researcher will be in a position

to understand to some extent whether the results

are in possible direction with the objectives or

not. At this juncture, a researcher may note the

findings in brief in the form of text or paragraphs,

tables, graphs, etc. Analysis of data is the most

critical and vital part of a research program in

unearthing the hidden truth from the area of

research concerned. Various analytical (mathe-

matical and statistical) tools are available, and

with the advancement of computing facility,

most of them are used nowadays. But the most

important thing is that not all analytical tools are

useful/applicable in extracting/discovering the

hidden truth in all types of research problems or

under all situations. The researcher should

know what he/she wants to get from a parti-

cular analysis, whether the analysis taken up

is applicable/useful under a particular situation,

whether proper tools have been used in the

most correct manner, and whether the findings

from the analysis are being explained in a proper

manner. Given a set of data, it can be analyzed in

numerous ways using a number of techniques,

but definitely all are not going to provide accu-

rate result in line of the objective of a research

program. The researcher should be well aware

about the “garbage in and garbage out” system of

computing facilities. Thus, there is a need for coor-

dination and understanding at the highest level

between the researchers and analytical experts.

2.1.12 Interpretation of Results

In modern science having so many fields of exper-

tise and study, it is not always possible for a

researcher to become an expert in all his/her rele-

vant fields of research.As a result, amultidisciplin-

ary approach of research is gaining momentum

day by day. An understanding of a research

program among team members of research groups

complements and supplements each other in

interpreting the results of a research program.

2.1.13 Verification of Results

Once the results of a research program are

interpreted, these should be verified/authenticated.

Nowadays, taking advantage of Internet facility,

various discussion boards are emerging out to dis-

cuss on a specific topic. Researchers can very well

discuss the findings with the experts of the relevant

field; they may post their findings in the web and

invite discussions. They may also search the liter-

ature to gather knowledge about their findings. It

may be noted that a research finding may be an

expected or unexpected one. A good researcher

should not bother about the expected one; he/she

should have an open mind to accept both the

expected and unexpected. Rather on getting the

unexpected result, a researcher might be interested

to verify the entire research program, starting from

the formulation of the problem to the outcome of a

research program.

2.1.14 Conclusion

Conclusion is the most important part of a

research activity; it summarizes in a systematic

manner about the whole research program,

starting from the conceptualization of the

program to the ultimate findings and their

interpretations. In doing so, it must be kept/

borne in mind that it should be neither too long

nor too brief. The main objective of a conclusion,

sometimes called as executive summary, is to

provide an overall idea about the research prob-

lem concerned, its execution, and its salient

findings. A conclusion provides a bird’s eye

view of the entire research program and its

importance in brief. Conclusion may sometimes

include recommendations with respect to the

problem area undertaken in a research program.

2.1.15 Future Scope of the Research

It is said that a good research program leads to a

number of future research programs. In every

research report, a section highlighting how the
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present research program would be extended or

continued to throw more light to the knowledge

bank and to throw lights on how other related

programs would be solved in the same line of the

present research work. A good research worker

should also report in this section the sort of falls

or lacunae of the present research program and

how these would be overcome in a future

research program.

2.1.16 Bibliography

During the whole research process, a researcher

is required to consult the existing body of litera-

ture. An alphabetic arrangement of this literature

is needed not only to acknowledge the past works

but also to help the future workers on the relevant

aspects.

2.1.17 Appendix

Appendix is constituted of all technical details

like questioner/schedule, specific methods used

during data collection or analysis and laboratory

methods requiring elaboration. This means all

support information which are not presented in

the main part but may help the readers in under-

standing the research program.
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Research Problems 3

3.1 Research Problems

Research is an endeavor to know the facts from

the unknown. All inventions are the results of

inquiry. Doubts are often preferred over confi-

dence, because doubts lead to inquiry and inquiry
leads to invention. Research may be carried out

being motivated by the desire to know or to

gather knowledge or by the desire to solve

problems on hand. In the latter case, one need

not identify the problems, but in the former case,

a researcher needs to identify the problems. One

thing must be clear that when we talk about a

research problem, it is generally having a refer-

ence to a descriptive or hypothesis testing type of

research. An exploratory or formulative type of

research generally does not start with

identifications of the problems—its objective is

to find out the problems or the hypothesis. Gen-

erally all the problems are not researchable; to be

researchable, the problem must satisfy certain

criteria:

1. It must refer to some difficulty experienced in

the context of either theoretical or practical

situations and should obtain the solution for

the same.

2. It must be related to the group of individual/

society. The study must be useful in solving

burning problems towards enhancing the

quality of life.

3. It must draw the attention of the experts, pol-

icy makers, and academicians, who are famil-

iar with the subject.

4. A subject should not be taken as a research

problem in which lots of works have already

beendone and verydifficult to thrownew lights.

5. Controversial subject should be avoided by an

average researcher unless and otherwise there

is a compelling situation or a researcher is

extraordinary in nature.

6. Too narrow or too wide problems should be

avoided.

7. A research program should have alternative

outcomes for obtaining the objectives a

researcher has in his/her mind.

A research problem is a type of problem which

requires solution. A research problem is a prob-

lem for which a course of action is required to be

set optimally to reach the objective. There should

be alternative courses of actions to counter

the unforeseen difficulties during the conductions

of research. A research problem should be

formulated taking all of the above into account.

A research problem is the brainchild of

researchers. The hunger to know the unknowns

and the desire to solve the compelling problems to

provide some sorts of relief to the society are the

motivational sources of research problems. While

selecting a research problem, a researcher should

not be too ambitious; he/she should be well aware

of the resources and facilities available at his/her

disposal and expertise required for the research

along with other factors. While selecting research

problems, the following guidelines may be

followed; however, these guidelines are neither

exclusive nor exhaustive or ordered.
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3.1.1 Researcher Interest

Research is re-search, to know the unknowns. A

research problem is the brainchild of a

researcher. As such, a researcher should select a

problem area in which he/she is interested in it

and familiar with and has reasonable level of

understanding. Though research organizations

both in private and government have guide-

lines for the areas of research to be under-

taken depending upon the objective of the

organizations, a researcher should try to select

such areas in which his/her interest and the orga-

nizational interest coincide. All these are

required because to accomplish a fruitful

research work, the probing attitude, tenacity of

spirit, and dedications of researchers are most

warranted.

3.1.2 Usefulness of the Topic

Most of the research problems arise out of the

desire to obtain a fruitful solution to the pressing

problems of the society. So a research problem

should have directions such that its results are

useful in solving the problem of the society. On

the other hand, pure and basic research, though

guided by the “knowledge for the sake of knowl-

edge,” must give rise to a number of application-

oriented research problems. The novelty theoret-

ical research lies in stimulating or motivating the

applied or empirical researches. A research prob-

lem should not be chosen such that it will be very

difficult to throw new lights on the respective

area. Moreover, an average researcher should

try to avoid selecting such problems which are

controversial in nature. Only the established and

renowned researchers in the respective field shall

take up such researches. A research problem with

too narrow or too vague objectives is criticized

for its usefulness for the betterment of the soci-

ety. Thus, whatever may be the type of research,

a research problem should enrich the knowledge

bank either on theoretical aspects or application

aspects.

3.1.3 Resources Availability

Any research program is guided by three

questions: “what to do,” “where to do,” and

“what is available?” A researcher should have a

clear-cut knowledge about the availability of

resources at his/her disposal. With the experience

and expertise available to the researchers, is he/

she confident in completing a research program?

What are the facilities in the form of clerical and

technical assistance, instrumental facilities,

computational facilities, and of course monitory

and time available for conduction of the research

work? A well-equipped researcher in the form of

laboratory, library, and technical manpower can

think of attaining maximum objectives of a

research program and, thus, can formulate a

research problem accordingly. Most of the

applied research programs are time bound in

nature, so while framing a research program,

one must be careful about the time limit allowed

for the purpose.

3.1.4 Availability of Data

Availability of data plays a vital role during the

formations of a research problem, in a research

based on secondary information. A researcher

is required to examine whether the data for the

program are available in plenty or not. For experi-

mental research or survey type of research, these

problems pose little problem, because a researcher

generates the information for a specific purpose.

A research problem formulated and to be tested

with the help of secondary data is very susceptible

to availability of the data.

3.2 Steps in the Formulation
of Research Problem

Defining a research problem is a daunting task.

Defining a problem involves a task of laying

down boundaries within which a researcher

should study a problem with a predetermined
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objective in view. Defining a research problem

properly, clearly, and carefully is the most

important part of any research study and should

not be in any case accomplished hurriedly.

A research problem should be defined in a sys-

tematic manner providing due considerations to

all related points. Ideally a research problem is

formulated following the paths described below.

(a) Statement of the Problem

A research problem is the brainchild of a

researcher. In the first instance, a problem

should be stated in a broad and general way.

Ample scope should be there in defining and

redefining research problems. In an organi-

zational research generally, a researcher has

little to do with this. But in case of an indi-

vidual research, a statement of research

problems plays a vital role; before stating

the problem, a researcher must have a prima

facie knowledge about the problem and its

possible solutions. In the absence of such

knowledge, the best way is to conduct a

pilot study or pilot survey. In a conventional

research program of academic institutes, the

guide or the supervisor generally provides

the problem in general terms. The resear-

cher then takes up the problem and

concretizes the areas and puts them in oper-

ational terms.

(b) Understanding the Nature of the Problems

The best way of understanding the nature of a

problem is to discuss the problem with the

experts in the relevant fields. With the

advancement of computer and Internet faci-

lities, discussion groups are being formed

with the view to exchange ideas on different

aspects. Researchers in modern days can also

take help of such facilities. A researcher can

enrich himself/herself using these techniques

to find out how the problem originally came

about and with what objective in view.

Understanding the nature of the problem is

also related to where a research is to be

carried out. This is because of the two facts

in which with the change of situations, the

nature of the problem changes and also the

type of unforeseen situations during the con-

duction of the study.

(c) Surveying Available Literature

Before defining a research problem along with

a clear-cut understanding about the nature of

the problem, a researcher should be thorough

with relevant theories, reports, and documents

in the field of study. Reviewing of the avail-

able literature, thus, forms an inseparable

part of defining research problems. The re-

view of literature enhances the knowledge

bank, the confidence of a researcher, and

directions of a research program to be taken

up. It also helps researchers in getting an idea

about the past works and their merits and

demerits. It can also help in improving the

methodology to be taken up in a research

program. Contextual findings are the added

information generated through a review of

literature. Contextual findings can not only

help in fine-tuning the research problems but

also help in explaining the findings of the

research during the course of the study. There

are different sources of literatures like printed

books and journals in the libraries, e-libraries,

Internet, discussions, and exchange of

documents from the experts in relevant fields.

While reviewing the literature, one should be

careful whether the knowledge relevant to the-

oretical framework is clarified and confirmed

beyond doubt. Different theories, their

criticisms, methodologies adopted, and their

basis should be noted carefully. A careful

examination is required with respect to what

extent the findings of the literature can be

generalized and used in the present perspective

of the research.

(d) Developing Ideas Through Discussions

Having passed through the stages of the gen-

eral statement of the problem, understanding

the nature of the problem, and surveying the

literature, a researcher is now comfortably

placed to discuss research problems with the

experts in the relevant field to give a pro-

per shape to the problem. In the process, a

researcher must discuss who has enough

experience in the same area or working

on similar problems. This is sometimes

known as experience survey. This will help a
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researcher in sharpening a research program

and specifying the problem at hand.

(e) Rephrasing/Refining the Research Problem

The last step of the formation of a research

problem is rephrasing or refining a research

problem. The nature of the problem has been

clearly understood, environment under

which the research is to be carried out is

clearly exposed to the researcher, experience

from the experts has made it possible for the

researcher to intersect and dissect the

problems at hand, and the researcher is now

in a better position to reframe or refine his/

her research problem so as to make the

research problem operationally and analyti-

cally viable to reach the objective of the

program. While refining a research problem,

a researcher should be careful in defining and

using the technical terminologies, phrases,

and words. He/she should clearly state the

assumptions or the postulates relating to the

research problem. A straightforward state-

ment of the criteria for the selections of the

problem should be provided. While refining

the research problem, the time frame and the

sources of data should be taken into consid-

eration. Researcher should have clear idea

about the scope of the investigation,

limitations of the investigation, and prospects

of furthering the study.

Thus, though defining a research problem is a

herculean task, if properly followed, sequentially

arranged, and meticulously executed, it may lead

to the formulations of an ideal research problem.

Starting from the general statement of the prob-

lem to the rephrasing of the problem, in each and

every step, a researcher should be very careful

and objective in mind.
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Research Design 4

A research design is the blueprint of the different

steps to be undertaken starting with the formula-

tion of the hypothesis to drawing inference during

a research process. The research design clearly

explains the different steps to be taken during a

research program to reach the objective of a par-

ticular research. This is nothing but advance

planning of the methods to be adopted at various

steps in the research, keeping in view the objective

of the research, the availability of the resources,

time, etc. As such, the research design raises vari-

ous questions before it is meticulously formed.

The following questions need to be clarified

before the formulation of the research design:

1. What is the study?

2. Why the study is being undertaken?

3. Where should the study be carried out?

4. What kind of data are required?

5. What are the resources available, including

time?

6. What should be the sampling design (if

required)?

7. What would be the methods of data

collection?

8. What are the possible analytical techniques

that can be used?

9. What would be the mode of presentation of

the findings?

Without having a clear-cut idea about the

nature of the study, pure or applied, experimental

or survey, exploratory or descriptive, etc., appro-

priate steps cannot be identified. Unless it is

clearly known why a study is being undertaken,

the objective of the study won’t be clear. The

study area where the research program is to be

undertaken must be known, because the steps to

be followed differ for different types of studies.

The steps to be followed differ from survey

design to experimental design, descriptive to

exploratory design, and diagnostic to experimen-

tal design. If it is a laboratory experiment, the

type of precision required is different from that

of a field experiment. Depending upon the type

of experiment, the type of research data required

and the methods of data collection differ. In a

survey type of research, one may have to adopt a

specific sampling design or technique, which

may be different from sampling techniques

adopted for the selection of samples for experi-

mental research studies. The research design is

required to be framed in a way so as to utilize

the available manpower, money power, and

instrumental facilities within a given time

frame in the best possible manner, and so as to

reach to the objective of the study optimally. A

research design then is a detailed outline of a plan

of work to be undertaken during the process

of conducting a research program, which may

or may not require modifications as the research

progresses.

P.K. Sahu, Research Methodology: A Guide for Researchers in Agricultural Science,
Social Science and Other Related Fields, DOI 10.1007/978-81-322-1020-7_4, # Springer India 2013
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4.1 Characteristics of a Good
Research Design

A good research design is one that helps in

reaching the objective of a research program

in the best possible way. Objectivity, reliability,
validity, and generalization are the main charac-

teristic features of a good research design.

4.1.1 Objectivity

By objectivity, we mean observations free from

bias, from the observer’s point of view. When we

say “blood is red,” it is an objective statement,

but when we say “blood is the most useful ele-

ment in the human body,” then the statement may

not be a purely objective one, because of the fact

that the human body cannot survive only with

blood; for an effective functioning of the human

body, other useful components are needed along

with blood, meaning blood can be a useful com-

ponent, but most probably one cannot assign the

word “most” before useful. In many research

programs, various types of instruments and

measures are being used. Good research designs

use only those instruments and measures which

are precise in nature. Generally it is felt that

objectivity can be achieved easily, but in actual

situations, it is very difficult to attain the objec-

tivity from a host of competitive available

sources.

4.1.2 Reliability

Reliability refers to consistency and authenticity

in responses. Consistency means the respondent

should not provide a different answer every time

the same question is asked by the investigators in

different forms for a particular problem. An

instrument is consistent if its response remains

same under repeated observations, essentially

under the same condition. Authentic information

is obtained from a source which has the authority

and credential to report about the problem. To

verify the reliability of the responses, particularly

in the social science researches, there should be

provision for cross-checking the responses in the

methods of collection of information.

4.1.3 Validity

While using any measuring instruments, a

researcher should be sure that the instrument

selected for use is a valid one. An originality

test constructed for measuring originality should

measure none other than originality. In literature,

there are a number of procedures for establishing

the validity of a test.

4.1.4 Generalization

Generalization of the outcome of a research pro-

gram is one of the important points to be noted

during the formulation of the research design. In

most of the research programs, though the

researcher starts with a particular problem for a

particular situation, at the end of the day, the

researcher would have the intent to explore the

possibility of using such outcomes in other rele-

vant fields and would precisely want to general-

ize the research outcome. That is, how best the

information or solution generated by the present

research work would be applied to a large group,

from which the samples have been drawn. This is

possible only when effective steps are taken dur-

ing the formulation of the hypothesis, data col-

lection, and of course analysis and interpretation

of information. For example, if a sample size is

large (>30 generally), then one can use the infor-

mation applying the central limit theorem or

normal approximation. But if a sample size is

low, then specific probability distributions are

required to be ascertained and followed; as such

generalization of the result becomes restricted.

4.2 Types of Research Design

Research designs vary depending upon the type

of research. By and large, research designs

are framed in three types: (a) exploratory type
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of research, (b) descriptive type of research, and

(c) hypothesis-testing type of research.

4.2.1 Research Design for Exploratory
Research

The purpose of an exploratory research is the

formulation of problem or the development of

hypothesis. These can also be knowledge

enhancing in nature. The major consideration of

such design is the discovery of ideas and theories

that have not been completely explored. As such,

its research design must be quite flexible in

nature, for the researcher explores with an open

mind. Nobody knows what may happen in the

next stage of exploration; everybody should

remain alert with an expectation of unexpected

outcome. Generally, there are three different

methods of research designs in the context of

exploratory research: (1) the survey of literature,

(2) the experience survey, and (3) the analysis of

insight-stimulating examples.

The survey of the concerned literature is the

most fruitful and simple method of developing a

research problem or hypothesis. This is nothing

but a process of gathering knowledge from the

past works of the concerned field of study.

Hypotheses stated or formulated by previous

workers may be reviewed and evaluated for

their usefulness on the basis for future research.

Sometimes, the creative work of previous

workers may provide ample ground for the for-

mulation of theories and hypotheses. In the pro-

cess, a lot of effort, time, money, and energy

could be saved if the researcher is well aware of

the facts of what has been done in the past with

respect to the proposed area under study.

An experience survey gives an opportunity

to the researcher to get insight into the subject

and its various facts and facets. Formal or

informal discussions with experts, researchers,

administrators, and professionals may provide

effective clues toward the formulation of the

problems. During the modern era of the Internet,

different discussion groups may be formed

and can play a vital role in sharing the knowledge

about any specific field around the world.

Previously, questionnaires were sent to

respondents (experts, administrators, group of

affected people, researchers, professionals), sit-

ting at different places to express their views on a

particular subject. Thus, an experience survey

not only helps the researcher in developing the

problem but also helps in studying the feasibility

of such type of research.

Analysis of insight-stimulating examples is a

very useful method for suggesting hypothesis

and formulating problems. It is more useful in

areas where there is little experience which

serves as a guide. The essence of this method

lies in the intensive study of the selected phe-

nomenon in which the researcher is interested.

Examination of records and informal interviews

may help in the process of selecting examples. In

general, the problems of such contrast and having

striking futures in the relevant fields are consid-

ered to be relatively useful for the purpose.

Thus, the exploratory studies provide excellent

opportunities to get an insight into the subject

concerned, vis-a-vis formulation of hypothesis

and problems. Whatever may be the methods or

research designs, they must be flexible to accom-

modate the need of the hour, so as to achieve the

objective of the research program.

4.2.2 Research Design for Descriptive
Type of Research

Descriptive research studies deal with the

description of the characteristics of a group or

a particular situation. In this type of study, a

researcher should clearly mention what should

be measured and how it should be measured,

for a particular population. The research design

must be well equipped to protect the bias and to

maximize the reliability, and at the same time, it

must be rigid and should not be too flexible in

placing attention on the following points: (1)

what the study is about and why it is being

undertaken, (2) designing the methods for data

collection in the most efficient manner, (3) selec-

tion of the samples and processing and analysis

of data after examinations, and (4) interpreting

the results and drawing conclusions.
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In a descriptive study, the first step is to

specify the objective with sufficient clarity. The

objective of a study must be based on its useful-

ness along with its background information.

Once the objectives are fixed, the collection of

information comes into play. The quality of data

in sufficient amount is a need of any good

research program. Data collection should be

safeguarded against bias and reliability. What-

ever method of data collection is selected,

questions must be well examined, they must be

unambiguous, and there should not be any influ-

ence on the part of the enumerator on the

responses. It is better to use pretested data col-

lection instruments. The sampling design to be

followed must be an appropriate one; it must take

care of the nature of populations from which the

samples are to be drawn. If the samples are not

drawn properly, the findings are bound to be

affected and, subsequently, the generalization of

the results suffers. Data collected from the

samples must pass through the following criteria:

completeness, comprehensibility, consistency,

and reliability. Only the scrutinized data are

required to be put under processing and analysis.

The processing and tabulation of information

give a firsthand idea about the nature of the

information generated. A host of statistical tools

are available for analyzing the data. Definitely,

all of them may not be suitable in all kinds of

research. Appropriate statistical tools, befitting

the objective of the research program and the

data collected for the purpose, must be used.

Coding of data, if required, must be done care-

fully to avoid any error and without compromis-

ing the reliability factor.

Research is the process of finding new things,

which remained hidden otherwise. In the stage of

research design, people come to know about the

new findings from a particular research program.

The art and skill of interpreting results is crucial

in any research program. How elaborative, elu-

cidative, comprehensive, and understandable a

report is depends on the expertise and effective-

ness of a researcher. This is the most vital part of

any research program, and it clearly indicates

how the objectives of a program have been ful-

filled or, otherwise, how it is going to improve

upon the quality of life of the people, how it is

effective to policy makers or decision makers,

etc. Thus, the important task of interpretation

of the results is to communicate the findings to

the society so that the fruit of research changes

the lifestyles of human beings.

4.2.3 Research Design for
Hypothesis-Testing Research

A hypothesis-testing type of research is generally

concerned with studies where a researcher

wants to verify the hypothesis with respect to

one or more objectives of the study. There is

an argument whether the diagnostic type of

research will be considered under this type of

research design or the descriptive research design

discussed in the previous section. In diagnostic

type of research, there is a scope for testing the

hypothesis, diagnosing the causal relationship

among the parameters/variables in a research

design. As such, we shall include a diagnostic

type of research design under the broad category

of research design for hypothesis testing. Thus,

hypothesis-testing type of design can broadly be

categorized under:

1. Research design for diagnostic studies

2. Research design for experimental studies

4.2.3.1 Research Design for Diagnostic
Studies

Hypothesis refers to assertion about the popula-

tion parameters. One or many hypotheses relat-

ing to the concerned population are tested in this

type of research design. In the diagnostic type of

research design, generally the observations are

recorded from the existing population; an associ-

ation between the variables and the related

hypotheses is tested. A diagnostic type of study

deals with problems as well as solutions. The

main objective is to diagnose the problem accu-

rately to work out for some solutions and, in the

process, to find out the relationship among the

variables associated. The success of a diagnostic

study depends on (a) how the questions or

questionnaires are framed and defined for the

purpose, (b) how the concept used for the study
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is clearly defined, (c) how the area of the study is

clearly stated and restricted, (d) how the methods

and collection of information specific to the

objective of the study are clearly understood or

executed, (e) how best the efforts are taken to

remove the bias from the information collected,

(f) how best the statistical tools required for the

purpose are adopted, and (g) how best the inter-

pretation has been made only in the light of the

observations and objective of the study. Too

much generalization of the results of the study

must be avoided.

4.2.3.2 Research Designs for
Experimental Studies

In an experimental type of studies, a researcher

wants to test the hypothesis with respect

to the populations through experimentations.

Experiments are designed and are conducted to

get proper solutions to the problems at hand. The

design for experimental studies has its origin in

agricultural research. Prof. R.A. Fisher is the

pioneer in this field of study. Experimental

design may be of two types: (a) informal and

(b) formal.

Informal Research Designs

Informal research designs are based on or

associated with a less sophisticated form of anal-

ysis. Informal experimental design can be of

three categories: (1) before and after without a

control design, (2) after only with a control

design, and (3) before and after with a control

design.

1. Before and After Without Control Design

In this type of design, variables are measured

before and after the introduction of

treatments. The impact of the treatment is

measured by taking the differences in the

measurements of a particular phenomenon at

two different points of time. Hypothesis is

tested whether the treatment has any effect

on the level of phenomenon or not. Thus,

D ¼ 1
n

Pn

i¼1

ðYi � XiÞ, where Yij and Xi are

values of the phenomenon after and before

the treatment. The experimenter measures

the Yis and Xis for the targeted population

and tests the hypothesis H0: D ¼ 0 using an

appropriate test statistic.

2. After Only with Control Design

In this type of experimentation, in addition to

a treatment group, there will be one control

group, which will not be treated. The level of

phenomenon will be measured on both the

treatment group and control group before and

after treatment. The impact of the treatment

will be studied against the control group. Let

Xij
0 be the observations of the ith individuals

on the particular phenomenon for the control

group after treatment. Similarly Yi
0 is the value

of the phenomenon of the ith individual of the

treatment group after the treatments. Thus, we

have δ ¼ 1
n

Pn

i¼1

Yi
0 � Xi

0ð Þ.
The researcher would be interested in test-

ing Ho: δ ¼ 0 using an appropriate test statistic.

3. Before and After with Control Design

In this type of research design, the researcher

is interested in comparing the change in the

level of phenomenon for two groups of peo-

ple, that is, treatment group and control group

(Table 4.1).

δ ¼ 1

n

Pn

i¼1

Yi
0 � Yið Þ

Pn

i¼1

Xi
0 � Xið Þ

;observations are recorded

in both control and treatment groups before and

after treatment. The researcher tests the Ho:

δ ¼ 0 using the appropriate test statistic.

Formal Experimental Design

Compared to informal experimental design, in

the formal experimental design, the researcher

has more control over the experiments. As such

more sophisticated statistical tools would be used

for the analysis of the data from the experiments.

Table 4.1 Before and after research design

Group Before After

Treatment Yi Yi
0

Control Xi Xi
0
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Formal experiments are of two types: laboratory
experiments and field experiments. In these types

of designs, mostly the techniques of analysis

of variance are applied. Depending upon the

situation and the objective of the study, the

analysis of data arising out of experimental

designs is taken up as per one-way analysis

of variance, two-way analysis of variance,

analysis of covariance, and so on. It should be

clearly noted that analysis of variance is

based on certain assumptions. So the validity

of the result is not independent of these

assumptions. The experimental designs may

be one-factor, two-factor, or more-factor

experiments, depending upon the number of

factors put under the experimentations with dif-

ferent levels of each factor. Whatever may be

the number of factors, these designs are based

on certain basic principles and follow three

basic designs. The principles of designs of

experiments are replication, randomization,

and local control. The three basic designs are

completely randomized designs, randomized

block designs (randomized complete block

design), and Latin square design.

Replication is the repeated application of the

treatment among the experimental units. It

helps in the estimation of the effects of differ-

ent components of the experiments. Along

with randomization, it leads to valid estima-

tion. Along with local control, it leads to

reductions in experimental error.

Randomization is the technique of unbiased allo-

cation of treatment among the experimental

units. Randomization along with replication

provides valid estimations of the component

experiment. It reduces bias on the part of the

experimenter and others.

Local control is the technique by virtue of which

experimental error is reduced.

The above three basic principles form the

backbone of the experimental designs. Let us

now discuss in brief the three basic designs.

Completely Randomized Design

A completely randomized design (CRD) is the

simplest of all designs where only two principles

of design of the experiments, that is, replication

and randomization, are used. The principle of local

control is not used in this design. As such a one-

way analysis of variance is adopted in analyzing

the data in this type of experimental design. The

basic characteristic of this design is that the whole

experimental area or all experimental units should

be homogeneous in nature. One needs as many

experimental units as the sum of the number of

replications of all the treatments. If we have five

treatments A, B, C, D, and E replicated 5, 4, 3, 3,

and 5 times, respectively, then according to this

design, we require the whole experimental area to

be divided into 20 experimental units of equal size

or 20 homogeneous experimental units. Thus, a

completely randomized design is applicable only

when the experimental area is homogeneous in

nature. Under laboratory conditions, where other

conditions including the environmental condition

are controlled and all experimental units are homo-

geneous in nature, completely randomized design

is the most accepted and widely used design.

Advantages

1. This is the simplest of all experimental design.

2. This is the only design with the flexibility in

adopting different numbers of replications for

different treatments. In a practical situation, it

is very useful because sometimes researchers

come across the problem of differential

availability of experimental materials. Some-

times, response from particular experimental

unit(s) may not be available; even then, the

data can be analyzed with the help of the

CRD design.

Disadvantages

1. The basic assumption of homogeneity of

experimental units, particularly under field

condition, is rare. That is why this design is

suitable mostly in laboratory condition or

greenhouse condition.

2. The principle of “local control” is not used in

this design which is very efficient in reducing

the experimental error. Thus, the experimen-

tal error in CRD is comparatively higher.

3. With the increase in the number of treatments

especially under field condition, it becomes

very difficult to use this design, because of

the need to obtain more number of homoge-

neous experimental units.

30 4 Research Design



www.manaraa.com

Randomized Block Design or Randomized

Complete Block Design (RBD/RCBD)

A randomized complete block design (RCBD) or

simply randomized block design (RBD) is the

most widely used design which takes into

account the variability among the experimental

units. A randomized block design uses all the

three basic principles of experimental design,

namely, (1) replication, (2) randomization, and

(3) local control. In RBD, the whole variation is

partitioned into mainly three components: (a)

due to factors that are varied by an experimenter

at his/her own wish, (b) due to variability in

experimental units, and (c) due to extraneous

factors—the experimental error. As such, a two-

way analysis of variance is being followed. In a

randomized block design, the whole experimen-

tal area is divided into a number of homogeneous

block/groups, and each block/group consists of

as many experimental units as the number of

treatments. Blocking/grouping is done in such a

way that the variation among the experimental

units within the block/group is minimum (homo-

geneous) and the variation among the experimen-

tal units of different blocks/groups is maximum

(heterogeneous).

Advantages

1. RBD is the simplest of all block designs.

2. Its layout is very simple.

3. It uses all the three principles of design of

experiments.

4. It is more efficient compared to CRD.

Disadvantages

1. The number of treatments cannot be very

large. If the number of treatments is very

large, then it is very difficult to have a greater

homogeneous block/group to accommodate

all the treatments. In practice, the number of

treatments in RBD should not exceed 12.

2. Like CRD, flexibility of using variable repli-

cation for different treatments is not possible.

3. Missing observation, if any, is to be estimated

first and then analysis of data is to be

undertaken.

4. It takes care of the heterogeneity of an experi-

mental area in one direction only.

Latin Square Design

In some experimental areas, it is found that soil

heterogeneity varies in two perpendicular

directions, that is, north to south and east to

west or south to north and west to east, or indi-

vidual units can be grouped based on the two

variable characteristics. BD cannot take care of

such methodology; LSD has the capacity to han-

dle two sources of variations independently from

the blocking criterion as in the case of RBD. A

Latin square is an arrangement of treatments in

such a way that each treatment occurs once and

only once in each row and each column. Because

of this type of allocation of treatments, the total

variations among the experimental units are

partitioned into different sources, namely, row,

column, treatments, and errors. If the number of

treatments is also equal to the number of

replications r for each treatment, then the total

number of experimental units needed for this

design is t x t. These t2 units are arranged in

t rows and t columns and the resulting LSD is

an incomplete three-way design.

This type of experiment ismostly conducted or

useful in field conditions or greenhouse

conditions. The condition for the appearance of a

treatment once and only once in each row and

in each column can be achieved only if the number

of replications is equal to the number of

treatments, thereby is equal to the number of

rows and columns treatments to be taken under

LSD. This limits the LSDdesign’s applicability in

field experimentations. The number of treatments

in LSD design should not be too many or too few.

All these limitations have resulted in the limited

use of Latin square design, in spite of its high

potential in controlling experimental errors.

Advantages and Disadvantages

Advantages

Latin square design is an improvement over the

other two basic designs, CRD and RBD, as it

takes care of the heterogeneity or the two-way

variations. Sometimes, when an experimenter

does not have an idea about the soil heteroge-

neity among the experimental units or does

not have the time to check the heterogeneity

pattern, he/she can opt for the LSD design.
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Disadvantages

1. The number of treatments equals the number

of rows and columns.

2. The layout of the design is not as simple as in

the case of CRD or RBD.

3. The analysis assumes that there are no

interactions.

4. It requires mainly a square number of experi-

mental units.

The LSD is suitable and more advantageous

over CRD and RBD under specific field

conditions.

Factorial Experiment

To save time and other resources and also to

know the interaction effects of different factors

in single factor experiments factorial experi-

ments are set up. These are also suitable for

agricultural field, laboratory, social science, and

other studies in which the impact of more than

one factor is required to be compared. It is our

common experience that a particular variety of

wheat or a crop is responding differentially under

different irrigation schedule, different rates of

fertilizers, different weed management practices,

different crop protection practices etc. and an

experimenter wants to know all the above. More-

over, in this type of experiments, the experi-

menter wants to know not only the level or the

doses of individual factor giving better result

but also wants the combination of the levels of

different factors which is producing the better

result. In a study related to the role of health

drinks and physical exercise, one may be inter-

ested in knowing (1) which health drink is com-

paratively better, (2) what type of exercise is

better, and (3) what combination of health drinks

and exercise provides better health to the grow-

ing children. In socioeconomic studies, one may

be interested in relating the economic status and

educational status of the people in adopting mod-

ern agricultural practices. Factorial experiments

are the methods for answering the questions

related to more than one factor at a time for

their individual effects as well as interaction

effects in a single experiment.

Advantages

1. In factorial experiments, the effects of more

than one factor at a time can be estimated.

2. In factorial experiments the interaction effects

can be estimated which is not possible in

single-factor experiments.

3. Factorial experiments are resource saving

compared to single-factor experiments; facto-

rial experiments could be set up with lesser

number of replications.

Disadvantages

1. When the number of factors or the levels of

factors or both increase, then the number of

treatment combinations will also increase,

resulting in a requirement of bigger experi-

mental area/units and bigger block/group size.

As the block/group size increases, it is very

difficult to maintain homogeneity among the

plots/units within the block/group. Thus, there

is a possibility of increase in the experimental

error vis-à-vis decrease in precision of

experiment.

2. Factorial experiments are more complicated

than single-factor experiments.

3. Failure in one experiment may result in a loss

of huge amount of information compared to a

single-factor experiment.

Types of Factorial Experiment

(a) Based on the number of factors: Depending

upon the number of factors used in the exper-

iment, a factorial experiment is a two-factor,

three-factor . . . p-factor factorial experiment

when the number of factors put under exper-

imentation is 2, 3 . . . p, respectively.

(b) Based on the level of factors: Depending

upon the equality or inequality in the levels

of factors put under experimentation, a facto-

rial experiment is either symmetrical or asym-

metrical. If the numbers of levels for all factors

are same, it is symmetrical, otherwise asym-

metrical. For example, a two-factor factorial

experiment with five varieties and five differ-

ent doses of nitrogen is a symmetrical factorial

experiment, but a factorial experiment with

five varieties and any number of doses of

nitrogen (not equal to five) is an asymmetrical
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factorial experiment. Symmetrical factorial

experiments are denoted by pq form, that is, q
factors each at p levels. When asymmetrical

factorial experiments are denoted by p � q �
r� s, where the first, 2nd, 3rd, and 4th factors
have p, q, r, and s levels, respectively.

There are several competitive research designs;

a researcher must decide upon the proper type of

research design, which is befitting to the need of

the research toward fulfilling the objective of the

study. In doing so, a researcher must keep in mind

the type of data required and its collection and

analysis, so as to extract the hidden information

from the subject area of the research. The planning

of research design and its execution with utmost

sincerity and accuracy lead to valid inference and

generalization about the subject of the research

undertaken.

4.2 Types of Research Design 33



www.manaraa.com

Variables, Measurement, and Scaling
Technique 5

The objective of a research is to search the

hidden truth of the universe for the betterment

of humanity. In doing, so a population is studied

by its characteristics. The different characteristics

of any population are also different in nature. If

one wants to study the students (population), then

the characteristics of these students are required to

be studied. The different characteristics of

students like age, intelligence, height, weight, eco-

nomic conditions, race, gender, etc., are also

required to be studied. All these characteristics

mentioned above vary from student to student,

and while studying the student population, one

must take into account the above characteristics

along with other varied characteristics. Similarly

if one wants to study the production behavior of

food grains of any country to meet the challenges

of food and nutritional requirements, a researcher

is required to study not only the time series infor-

mation of each and every component of the food

crops but also their variations over the different

component states/provinces of the country

concerned. Thus, studying a population is always

related with studying “variabilities” of the

characteristics/entities under consideration.

5.1 Variable

In this universe, there are two types of entities—

the first one varies over different situations and

the second one remains fixed. An entity which

varies over different situations (e.g., time,

individuals, places) is known as the variable.

On the other hand, an entity which doesn’t vary

is known as the constant. Thus, if a variable is a

thesis, then the constant is the antithesis. The

universal gravitational constant (G), acceleration

due to gravity (g), Avogadro number, etc., are

some of the examples of constant. One can find

that the nature of constant G and g are not same;

G remains constant at any situation, but “g”

varies slightly over situations like at the top of

Mt Everest and at a ground level which is even

being constant itself. Thus, we come across two

types of constant, (1) restricted constant and (2)

unrestricted constant. A constant like “g” is

known as a restricted constant, whereas constants

like G are known as an unrestricted constant.
The characteristics/variables which one gener-

ally studies during a research process can be of two

different types: measurable and nonmeasurable.
Height, weight, length, distance, marks obtained

by a student in different subjects, income, number

of familymembers, number of pods per plant, num-

ber of grains per panicle, number of insects per

plant, area under disease, number of employees in

a particular industry, turnover of a particular indus-

try over the year, prices of different commodities at

different markets at a particular point of time, prices

of different commodities at different points of time

at a particular market, etc., are few examples of

characteristics/variables which could be measured.

The above measurable characteristics/variables are

known as quantitative characters/variables. There

are certain characteristics like races (e.g., Aryans,

Dravidians, Mongoloids), gender (e.g., male or

female), complexion (e.g., good, fair, better),

P.K. Sahu, Research Methodology: A Guide for Researchers in Agricultural Science,
Social Science and Other Related Fields, DOI 10.1007/978-81-322-1020-7_5, # Springer India 2013

35



www.manaraa.com

color (e.g., red, green), and taste (e.g., sweet, sour,

bitter) which cannot bemeasured as such but can be

grouped, ranked, and categorized; these are known

as qualitative characters/variables. The qualitative

variables are also known as attributes. Each vari-

able or characteristic is generally associated with

the chance factor. In statistical sciences, a

researcher is interested in studying not only the

variable but also their probability distributions.

As such, the variable with chance/probability

factor—the variate—is of much interest rather

than simply a variable. Thus, the variate is defined

as variable with chance or probability factor. Rain-

fall is a variable which varies over days (say), but

when it is associated with probability distributions,

then it becomes a variate.

In literature, variables have been categorized

into different types in accordance with its nature,

purpose, use, etc. One can find the following

types of variables in different literatures, though

the types are neither exhaustive nor exclusive

rather sometimes they are overlapping:

1. Continuous variable

2. Discrete variable

3. Dependent variable

4. Independent variable

5. Explanatory variables

6. Extraneous variable

7. Stimulus variable

8. Control variable

9. Dummy variable

10. Preference variable

11. Multiple response variable

12. Target variable

13. Weight variable

14. Operationally defined variable

5.1.1 Continuous Variable

A continuous variable can take any value within

a given range. Plant height, length of panicle,

length and breadth of leafs, heights of different

groups of people, etc., are the examples of a

continuous character/variable. These variables

can take any value for the respective range. If

one says that the plant height of a particular

variety of paddy varies from 60 to 90 cm,

which means taking out any plant from the field

of a particular variety, its height will be within

the range of 60–90 cm.

5.1.2 Discrete Variable

A discrete variable is one which takes only an

integer value within a given range. For example,

the number of grains per panicle of a particular

variety of paddy varies between 40 and 60 grains.

This means if one takes out any panicle of that

particular variety, the number of grains in it will

take any value within this range. But one cannot

expect that the panicle taken at random should

have a number of grains 50.6 or like that; it will

be 50 or 51.

5.1.3 Dependent Variable

A dependent variable is a type of variable whose

values are dependent on the values taken by the

other variables and their relationship. Generally

in relational studies, a variable is influenced/

affected by other related variables. In a produc-

tion function analysis, there exists a functional

relationship between the output and the factors of

production. Here the output is considered as

dependent variable which depends on the factors

of production like land, labor, capital, and man-

agement. In socioeconomic studies, the adoption

index (dependent variable) with respect to the

adoption of a particular technology may depend

on a number of socioeconomic factors like age

(x1), caste (x2), education (x3), family type (x4),

social status (x5), economic conditions (x6), area
under cultivation (x7), and the size of holding

(x8). Thus, one can write y ¼ f (x1, x2, x3, x4, x5,

x6, x7, x8). In this example, y is the dependent

variable and x1 . . . x8 are the independent

variables. One can use a functional relationship

to predict the values of a dependent variable for a

given set of values of the variables x1 . . . x8.

As such, y is also known as predicted variable

and x1 . . . x8 are known as predictor variables.
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5.1.4 Independent Variable

In any relational analysis, variables which help to

predict the dependent variable using the func-

tional relationship are known as independent

variables. In the above example, in Sect. 5.1.3,

x1 . . . x8 are said to have no association among

themselves and are termed as independent

variables. These variables independently help in

predicting the dependent variable. Though there

is no silver lining between the predictor variable

and the independent variables, generally in

regression analysis, predictor variables are syn-

onymous to independent variables. But it is not

necessary that the predictor variable must be an

independent once.

5.1.5 Explanatory Variables

Independent variables are sometimes known as

explanatory variables. Any variable which

explains the response/dependent/predicted vari-

able is known as explanatory variable. In a sim-

ple regression analysis, there are only one

predictor and one response variable. In a multiple

regression analysis generally, there is one

response or predicted variable with more than

one predictor/explanatory/independent variables.

In the case of system of simultaneous equations

model, there may be more than one response

variable and more than one predictor/indepen-

dent/explanatory variable. Moreover, the res-

ponse variable(s) in one equation may be the

explanatory variable in the other equation.

5.1.6 Extraneous Variable

In a relational analysis, independent and dependent

variables are not only the variables present in the

system; some other variables known as extraneous

variables may have an impact on the relationship

between the independent and dependent variables.

For example, the relationship between the perfor-

mance in driving and salary may be influenced by

factors like age, gender, academic background,

conditions of the road, and conditions of the

car. Thus, factors like age, gender, academic

background, conditions of the road, conditions of

the car, etc., are the extraneous factors/variables in a

relational study of driving performance and salary.

Extraneous variables are those variables whose

information is obtained from the outside a periphery

of study. Generally the values of these variables are

not directly obtained from the system under study,

but these variables may affect the dependent/

response/predicted variables. Extraneous variables

may again be of two types: (a) participant variables
and (b) situational variables. Participant variables

are extraneous variables which are related to the

individual characteristics of each participant. Thus,

in the above example, age, gender, and academic

background are the participant variables. On the

other hand, situational variables or extraneous

variables are related to environmental factors like

conditions of the road and climatic conditions etc.

Generally under experimental research conditions,

extraneous variables are controlled by researchers.

These are more pertinent in the case of a system of

simultaneous equations model; the information

about these variables is taken from the outside of

the system to solve the model.

5.1.7 Stimulus Variable

The idea of stimulus and response variables is

familiar in agriculture, socioeconomic, and clini-

cal studies. A stimulus is a type of treatment

applied to the respondents to record their res-

ponse. In clinical studies generally, the doses,

concentrations, different chemicals, etc., form a

stimulus, whereas the response may be in the form

of quantal response or quantitative response.

When a stimulus is applied to a record response,

the response may be either-or type, or it may be

measurable. In an either-or type of response, a

respondent will either respond or not respond

after being applied with the stimulus. The differ-

ent concentrations of a particular chemical in

controlling a particular pest of a particular crop

may kill the pest or may not; the response is either

to kill or not to kill. On the other hand,

applications of insulin at a particular dose can
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help in reducing the blood sugar level, a measur-

able response. In socioeconomic studies, stimulus

variables may be in the form of action variable

like documentary film, field demonstration, and

method demonstration, an effect which would be

measured in the form of adoptions or non-

adoptions of a particular technology in which

documentary/field demonstration/method

demonstrations were used.

5.1.8 Control Variable

Control variables are nothing but the independent

variables in relational studies, which can affect

the relationship between the dependent variables

and the independent variables and which could

be controlled by making them constant or by

eliminating them from the model. Thus, control

variables are the type of independent variables

which could be controlled by a researcher to

study effectively the effects of other independent

variables. Thus, independent variable can be

categorized into two groups, that is, the control
variable group and the moderator variable

group. In comparison to the control variable

groups, the effect of moderator variables is stud-

ied, keeping the control variables at constant or

eliminating or minimizing them. Depending

upon the objective of a research, it is up to a

researcher to determine the moderator variables

and the control variables.

5.1.9 Dummy Variable

In many research studies, particularly concerned

with the qualitative characters, it is very difficult

to guide/put a study under mathematical treat-

ment. To overcome this problem, one of the

techniques is to assign numbers against the qual-

ity parameters. For example, in a study

concerned with gender-related issues, the male

may be assigned number 1, while 0 for the

female or vice versa. In a study of plant type, a

bushy type of plants may be assigned number 1,

erect type number 2, and tree type number 3, and

so on. Thus, in each of the above cases, quality

characters are designated by different numbers.

As such, quality characters take the values 0, 1, 2,

etc., and are known as dummy variables. Dummy

variables have special implications, particularly

in relational analysis. For example, instead of an

ordinary simple regression analysis in case of

numeric variables, one should go for probit,

logit, and nomit regression analysis when

encountered with dummy variables.

5.1.10 Preference Variable

These are generally discrete type of variables

whose values are either in decreasing or increas-

ing order. For example, in a survey of acceptabil-

ity of a film by the audience, respondents were

asked to grade the film by using five different

codes which are as follows: (1) excellent, 1; (2)

very good, 2; (3) good, 3; (4) poor, 4; and (5) bad,

5. It may be noted here that there is no relation-

ship between the difference in grades 1 and

2 with that of the difference between any two

consecutive grades and vice versa. Similarly, in a

study of constraint analysis, farmers were asked

to indicate the importance of the following

constraints in accordance with their preferences

by using codes from 1 to 8: (1) weather, (2)

finance, (3) irrigation, (4) marketing, (5) price

of input, (6) price of output, (7) nonavailability

of good quality seed, and (8) nonavailability of

appropriate technology. The farmers are to

arrange the above eight constraints from 1 to

8 with 1 being allotted to the most important

constraint and 8 to the least important constraint.

5.1.11 Multiple Response Variable

In multiple response variables, a variable can

assume more than one value. In a social, eco-

nomic, market research, etc., it becomes very dif-

ficult for respondents to select a particular option

against the other alternatives; rather, they opt for

combinations of absence; a typical example is the

use of modern-day high-tech mobile phones. If a

respondent is asked to indicate the purposes of

using mobile phones in his/her daily life, the
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respondent could score more than one category

out of the following options: (1) talking to people

at distant places, (2) using GPS for daily life

activities, (3) using camera for getting records,

(4) listening to music, (5) used for simple

calculations, (6) using as a miniature form of

computers, etc. To a user talking to people at

different places along with listening to music

may be of equal and top priority. To others, it

may be the talking to people at distant places

along with the use of miniature form of computers

be of equal or top priority. Thus, in both cases, the

user has no preference to select one at topmost

priority rather than other ones. As such, there are

multiple responses to the query: why a user likes

to have a mobile?

5.1.12 Target Variable

A target variable is almost synonymous to that of

a dependent variable in a classical regression

analysis. The main objective is to target a vari-

able (predicted variable) whose value (s) is

required to be predicted taking help of the values

of the other variables and also the relational

form.

5.1.13 Weight Variable

A weight variable specifies the weightage to be

given to different data sets/subsets. A weight vari-

able may be continuous or discrete in nature. In a

given data set, if “0” is assigned to any row of

data, then that particular row could be ignored. On

the other hand, a weightage given to rows 1, 2, 3,

etc., means the rows concerned have different

importance.

5.1.14 Operationally Defined Variable

Before conducting any experiment, it is impera-

tive to have a firm operational definition for all

the variables under consideration. An operational

definition of a certain variable describes how

variables are defined and measured within the

framework of a research study. If one wants to

test the performance of driving, then before tak-

ing the variables to score the performance of a

driver, it is required to have clear-cut a definition

of “a driver”—what do we mean by driver?

5.1.14.1 Criteria for the Selection
of Variables

Having formulated the problem of a research

work, the objective and the specific objective of

the studies and the hypothesis to be tested and a

guideline or an abstract idea about the type of

variables to be studied become visible to a

researcher. At the first instance, a researcher

investigates what is the information required

and what is the information available from the

study—experimental or nonexperimental. In fact

a researcher at this point of time will be among

the host of variables. But the most pertinent thing

is that how many variables are available and

how many variables are required to be studied

under a framework of a study (under the given

time, money, technical experts, instrumental

availability, etc.). Generally while selecting a

variable, a researcher should keep in mind the

following points: (1) objective of the study, (2)

specific objective of the study, (3) hypothesis to

be tested, (4) variables which should be mutually

exclusive (nonoverlapping), (5) variables which

should be clearly understood by a researcher, (6)

techniques that are available or to be developed

to measure a variable, (7) the number of variables

that should not be too many or too few, and (8)

availability of time and resources to researchers.

The variables to be selected should be guided or

commensurated with the objective and specific

objective of a research program. The variable to

be included must be clearly defined; any ambi-

guity in defining the variables may jeopardize the

findings of a research program. The variables to

be selected must be related with the hypothesis to

be tested in a study, and must be nonoverlapping

in nature. The variable which could not be

measured with sufficient level of accuracy or

which measurement availability of technical

staff is in dearth may be avoided.
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5.2 Measurement

Human instinct is to quantify the things in our

daily life. As a result, we measure height, weight,

age, length, etc. We also try to measure how

good a painting is, how good a story is, how

good a drama is, how best a new technology is

adopted by a farmer is, etc. Measurement is rela-

tively complex and must be a “to do” type of

activity. By and large, by measurement, we mean

the process of assigning numbers to objects or

observations. The level of measurement is a

function which dictates numbers to be assigned

to the objects or observations. Measurement is a

process of mapping aspects of a domain onto

other aspects of a range according to some rule

of correspondence. In assigning numbers to

objects or observations, there are two aspects to

be considered: (a) assigning numbers in respect

of the property of some object and (b) assigning

numbers relative to others. The second aspect is

relatively difficult. Measuring social integrity,

intelligence, varietal adjustments, etc., requires

close observations and attentions compared to

measuring physical quantities like height,

weight, and age. In the measuring process, one

needs to have some scales. In fact, in literature,

one can find different scales of measurement;

sometimes, these are also known as levels of

measurement. Mostly one can find a (a) nominal,

(b) ordinal, (c) interval, and (d) ratio scale/levels

of measurement.
(a) Nominal Scale

In this type of scaling system, numbers are

assigned to objects just to level them. The

numbers provided on the jersey of a player

are simply to recognize a player with that

particular number. It has nothing to do with

the capability of the player or his/her order or

grade. Nominal scales just provide an easy

way of tracking the objects or people or

events. Nominal scale has no order or distant

relationship or no arithmetic origin. Nominal

scales are generally useful in social and eco-

nomical research studies and also in ex post

facto research. The variables measured under

a nominal scale can be put to get a frequency

percentage, mode, median, chi-square test,

etc.

(b) Ordinal Scale

An ordinal scale is a one-step upgradation of a

nominal scale. Ordinal scales place events in

order, but the intervals between two consecu-

tive orders may not be equal. Ranking and

gradation are examples of ordinal scales. In

an ordinal scale of measurement, there is a

sense of greater than or less than, and events
are categorized not only to provide numbers

but also to indicate the order of events. This

scale has no absolute zero point. Though the

intervals are unequal, the ordinal scale

provides more information than the nominal

scales by virtue of their ordering properties of

the events. Cricket players may be ranked or

graded according to their performance popu-

larity. Thus, the top 10 players will be having

numbers assigned to them starting from 1 to

10, with the most popular performer being

assigned as number 1. In economic surveys,

families may be categorized into poor, lower

middle class, upper middle class, higher

income group, etc. Thus, this grouping not

only assigns particular group to a family

concerned, but also it describes its position in

relative to others. The variablesmeasuredwith

ordinal scales can be put under statistical

calculations like median, percentile, rank cor-

relation coefficient, and chi-square test.

(c) Interval Scale

Interval scales of measurement are further

improved over an ordinal scale of measure-

ment. In this type of measurement, scale

numbers are assigned to objects or events

which can be ordered like those of ordinal

scale with an added feature of equal distance

between the scale values. An interval scale

can have an arbitrary zero, but it may not

be possible to determine what could be called

an absolute zero. In this type of scaling, for

example, one can say that the increase in

temperature from 40 to 50�C is the same as

that of 80–90�C, but one cannot be sure that
80�C temperature is twice as warm as 40�C
temperature. Incorporations of concepts of

equality of intervals make the interval scale
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a more powerful measurement than the

ordinal scale. The mean and standard devia-

tion are the appropriate measures of central

tendency and dispersion, respectively, using

the interval scale of measurement.

(d) Ratio Scale

Demerit of an interval scale of having no

absolute zero point of measurement is being

overcome in a ratio scale. A ratio scale is also

a type of an interval scale with an equal

interval between the consecutive scales

along with the added feature of having the

true zero point on the scale. Thus, the pres-

ence of zero point on the scale benefits the

scale in comparing two events, with their

respective positions. The ratio scales have

wider acceptability and use. Generally,

almost all statistical tools are usable with

the variables measured in a ratio scale.

5.2.1 Causes for Error in Measurement

For any research project to have meaningful

research findings, the measurements taken during

the process should be precise and accurate. Any

failure or shortfall on this aspect may seriously

affect the research findings. As such, every

researcher should have an attempt to minimize

the error of measurement. Mainly there are four

sources of errors in measurement: (a) the respon-

dent, (b) the situation, (c) the measurer, and (d)

the instrument.

(a) The Respondent

Reluctance on the part a respondent may be

due to the fact that either he/she has tremen-

dous negative feelings or may have very little

knowledge about the subject concerned, but

very much reluctant to express his/her igno-

rance. In addition to this, fatigue, apathy,

anxiety, etc., may cause in responding

accurately.

(b) The Situation

The situation during the time of collection of

information plays a great role in manifesting

an effective research output. A situation

(strained/easy) during the time of data

collection, particularly for socioeconomic

researches, may assist or distort information

needed for a research project. Sometimes, a

respondent may feel that anonymity is not

assured, and then he/she may be very reluc-

tant to provide authentic information. The

presence of somebody may hinder or ease

out an information extraction process.

(c) The Measurer

The behavior and attitude of a measurer or

a surveyor, and interviewer, and the instru-

ment used is the most important thing in

getting reliable and valid information. Partic-

ularly in social studies, the style of inter-

actions of interviewers with the respondents

may encourage or discourage the information

gathering process. Faulty recording or tabu-

lation of information may also hamper

the authenticity and creditability of the

information.

(d) The Instrument

Faulty or an unstandardized instrument may

give rise to inaccurate information. Simi-

larly, in social and market studies, complex

languages beyond the comprehension of a

respondent must be avoided. A researcher

must know how to take a measurement

correctly under the given resource and time

situations. Whatever may be the planning

and hypothesis, if information is collected

not up to the standard, it has some adverse

effects on the output of a research program.

5.2.2 Criteria for Good Measurement
Scale

Validity, reliability, and practicality are the three

major criteria one should consider while

evaluating any measurement tool. Validity refers

to the degree to which the instrument measures

what is supposed to be measured. Validity

specifies the utility of a measurement scale; it

actually measures the true differences among

the values measured. Depending upon the nature

of a research problem and the judgment of a

researcher, validity can take a great role.
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In literature one can find three types of validity:

(a) content validity, (b) criteria validity, and (c)

construct validity. Content validity is related to a

measure of adequate coverage of a topic under

study. The coverage of a study is one of the most

important criteria in evaluating a research proj-

ect. On the other hand, criteria validity relates to

an ability to predict or estimate the existence of

some current conditions. It is mainly concerned

with the fact of the power of measuring of some

other empirical studies. However, a research

work is able to predict the correlation, and other

theoretical propositions are measured through

construct validity. Construct validity compares

the result of a particular research work with

other works. Test for reliability refers to consis-

tency when measurements are taken repeatedly.

Reliability doesn’t contribute to validity; simi-

larly, a reliable instrument may not be a valid

instrument. Reliability is measured in terms of

stability and equivalence aspects. Stability refers

to the consistency of results under repeated

measurements, while equivalence aspects con-

sider the amount of error that may be introduced

by the different investigators or different samples

of the items being studied. The test of practica-

bility is measured in terms of economy, conve-

nience, and interpretability. Economy refers to a

trade-off between the budget allocated for a par-

ticular project and the budget for an ideal project.

While convenience suggests the ease of handling

an instrument or measurement, the interpretabil-

ity consideration is supported or supplemented

by detailed interaction for administering the test.

The key scoring points and evidence about the

reliability are the guide for interpreting results.

5.2.3 Stages of Techniques for
Developing Measurement Tools

The measurement tools can be developed by

following systematic stages of development. By

and large, four stages of development in mea-

surement tools can be identified:

(a) Stage one: development of concept

(b) Stage two: specifying the dimensions of the

concept developed

(c) Stage three: indicator selection

(d) Stage four: indexing

The concept of development relates to

understanding the conceptual framework of a

study to be taken up by researchers. In applied

research, the conceptual frameworks are mostly

obtained as a result of previous theoretical works.

As such conceptualization is a concern of mainly

theoretical research study. Having a fixed concep-

tual part of a study, it is now the work of a

researcher to find out the periphery of a research

work, precisely to find out the dimensions of a

research study. For example, in a market study,

the dimensions may be the reputation of the

manufacturers, the quality of the product, the

acceptance of the product to the customers, the

leadership of the manufacturing organizations,

their social responsibilities, etc. Fixing the

concepts and dimensions of a research study

leads in finding out the measurement criteria.

Indicators for measuring the concepts and

dimensions identified in the previous stages must

be worked out. Indicators are the means of mea-

suring the knowledge, opinion, expectations, satis-

faction, etc., of the respondents. In doing so, a

researcher must have alternative options for judg-

ing the stability and verification of the responses

received. Generally, the studies are related to mul-

tiple dimensions; as such, it is now essential to

have a particular numerical figure taking the vari-

ous indicators into consideration. The simplest

way of getting an index is to sum up the scores

of each and every response. Thus, the formation of

index plays a vital role in bringing the responses of

the different characteristics of a particular study

from a particular respondent into numerical values

by which respondents can be compared. It is better

to have indicators measured in terms of unit-less

measures so that the ultimate index is also a unit-

less quantity.

5.3 Scaling and Its Meaning

Quantitative or measurable indicators have the

privilege of being considered as mathematical

manipulations or treatments. But most of the

socioeconomic, psychometric studies are being

measured through subjective or abstract

indicators. So, it is very difficult to aggregate
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the measurements taken on abstract concepts

to bring to one into unison. Moreover, while

measuring the attitudes or opinions, the problem

of valid measurement comes into play. Scaling

technique has come to rescue such problem.

Scaling is a technique by which one attempts to

determine quantitative measures for subjective or

abstract concepts. Thus, by scaling, we mean

assigning numbers to various subjective/abstract

concepts like degree of opinion and attitude. The

whole process of scaling is based on one or more

of the following bases: (a) subject orientations,
(b) response form, (c) degree of subjectivity, (d)

scale properties, (e) dimensionality, and (f) scale

construction technique. In a subject orientation, a
scale is designed to measure the characteristics of

respondents on a particular stimulus presented to

the respondents. This can be done by allowing the

respondent to go through the stimulus thoroughly

and grade it, or it can also be done by asking the

respondent to judge the stimulus on various

dimensions. In a response form, responses are

categorized into different scales: they may be a

rating scale or a ranking scale. In a rating scale,

the respondent rates a stimulus without having any

direct reference to other stimuli; comparison

among stimuli is absent. On the other hand, in a

ranking scale, different stimuli are ranked 1, 2, 3. . .,

etc., by the respondent. Scales may be based on

subjectivity (preferential or non-preferential) of the

respondent concerned. As discussed in the scales of

measurement, scalesmay be developed on the basis

of the nominal, ordinal, interval, or ratio nature. A
ratio scale is the most important scale which

possesses all the properties of the other three

scales, along with a unique origin. Scales may be

developed as unidimensional or multidimensional.

In a unidimensional scale, only one attribute could

be measured, but in multidimensional scales,

objects maybe categorized/indexed based onmulti-

ple attributes—multivariate analysis.

5.3.1 Scaling Technique

As it has already been mentioned, rating and

ranking scaling techniques are mostly used in

social and business studies. In a rating scale

technique, responses about the characteristics of

a particular object are judged without any refer-

ence to other similar objects. The objects may be

judged good, fair, better, best, etc., or average,

below average, above average, and so on. The

problem with this type of scaling is that nobody

knows how far the two objects differ with a

particular characteristic rated as fair and better

or better and best. Another interesting feature of

this type of scaling is the questions, how many

points are to be provided in a scaling technique?

Is it a two-point, three-point, four-point,. . ., scal-

ing? As we go on increasing the number of points

in a scaling technique, sensitivity increases but

more and more difficulty arises in differentiating

the object of two consecutive rates; compromis-

ing three- to seven-point scales is generally used

for all practical purposes. Rating scales are again

subdivided into graphic rating scale or itemized

rating score (numeric scale). In a graphic rating

scale, the respondents are allowed to select one out

of the different alternatives. On the other hand, in

an itemized rating scale, respondents come across

a with series of statements relating to the feature of

the objects and selects one which they find suitable

or best reflect the characteristics of the objects.

Thus, in the previous case, there might be a differ-

ence in the level of understanding of the

respondents and the researcher who have devel-

oped different points in graphic rating scales.

On the other hand, the merit of an itemized rating

scale is that more and more information is

provided to the respondent, thereby increasing

his/her confidence on the features of the objects

and ultimately judging these objects efficiently.

Ranking scales are mostly based on compara-

tive basis. In this type of scaling technique,

respondents are required to compare either

pairwise comparison taking two objects at a

time, ranking several objects in order, or placing

the objects into different groups developed fol-

lowing interval scales. Based on the methods

used, the ranking scales are used in three

approaches: (a) method of pair comparison, (b)
method of rank order, and (c) method of succes-

sive intervals. In method of pair comparison, a
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pairwise comparison is taken up. As a result, if

there are N numbers of objects to be compared,

then one needs to compare NC2 pairs. If N is very

large, then the number of combinations will also

be very large. On the other hand, in method of

rank order, a respondent orders or ranks all

objects according to the specified criteria into a,

b, c . . . or 1, 2, 3 . . .. In many situations,

respondents are asked to rank a particular object

or to rank the first three and so on. Thus, the need

of ranking all the objects under consideration

doesn’t arise at all. The problem with this type

of method is that the carelessness or too much

sensitivity on the part of the respondent may lead

to bad information or time-consuming affairs,

respectively. When there are a large number of

objects for which the selections are to be made, it

becomes very difficult to use the previous two

methods. Instead, one can use the method of

successive intervals. The large number of objects

is sorted to different groups formed by taking

interval scales.

5.3.2 Errors in Scaling Techniques

If a respondent is not very careful while rating or

ranking, errors may occur. Mainly there could be

three types of error: error of leniency, error of

central tendency, and error of halo effect. The

error of leniency takes place when respondents

are not so serious in taking the job of rating/

ranking on their own hands. On the other hand,

the error of central tendency occurs when

respondents are very much reluctant to provide

the highest/lowest rate/rank. Thus, in grading

students, a teacher may be reluctant in judging

the answer script thoroughly but put the grade

leniently. Contrarily, if a teacher never wishes to

provide the highest rank or the lowest rank but

rather puts the average rank, then errors of central

tendency occur. Errors of systematic bias or halo

effects occur when a respondent carries or has

preconceived ideas about the objects under rating.

In most of the cases, the raters carry a generalized

impression from one subject to another.
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Sampling Design 6

Collecting quality information/data is a prerequisite

of any research program. And there are mainly

two different methods of collecting data:

(a) census method and (b) sample survey

method. In census method, data are collected

from individual members of the population. On

the other hand, in sample survey method, infor-

mation is collected from the units of sample

drawn for the purpose following definite

methods of the sampling techniques. A com-

parative account of two methods of data col-

lection is given in Table 6.1.

Research is pursuit towards knowing the

unknowns in this universe. In doing so, it is not

possible to take care of all the aspects; rather

the researchers quite often select only a few

aspects from this universe as the purpose of

study. In most of the research studies, the usual

approach is to generalize the findings, that

is, to draw inference about the population

characteristics based on sample characteristics.

The whole process depends heavily on the

success of drawing sample from the population.

If the sample(s) drawn is not a proper represen-

tative part of the population, then it may lead to

wrong decisions with regard to generalization of

the findings. To avoid this problem, we may

think of checking the whole population, that is,

each and every member of the population. This is

simply not possible, mainly because of time,

labor, cost involvement, and other difficulties.

Sometimes, it is not possible also to identify

each and every member of the population

(infinite population). Thus, we need to have a

proper sample following a statistical technique

so as to obtain valid inference about population

characteristics based on sample observations and

avoid taking any wrong decision.

Sampling theory can be visualized as consisting

of three major components: (a) selection of proper

sample, (b) collection of information from the

sample, and (c) analysis of information to draw
inferences about the population as a whole. Before

discussing the above three components, let us have

a look into the definitions and characteristics of

some of the terminologies related to this aspect.

Population: A population is a collection or

totality of well-defined objects (entities). The

observations or entities could be anything like

persons, plants, animals, and objects (like nut

bolts, books, pens, pencils, medicines, and

engines). An individual member of the population

is known as element or unit of the population.

Population size (N) is generally referred to as

the number of observations in the population.

Depending upon the size of the population, a

population may be finite or infinite. A finite pop-
ulation is a population that contains a finite num-

ber of observations, for example, the population

of students in a particular university and popula-

tion of books/journals in a library.

An infinite population is a population that

contains an infinite number of observations

or units or elements, for example, the number

of hairs in a particular head and the number of

plants in a forest.

P.K. Sahu, Research Methodology: A Guide for Researchers in Agricultural Science,
Social Science and Other Related Fields, DOI 10.1007/978-81-322-1020-7_6, # Springer India 2013
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Parameter is a real valued function of the

population values. For example,

Population mean ¼ �Y ¼ 1

N

XN
i¼1

Yi;

Population variance ¼ σ2Y ¼ 1

N

XN
i¼1

Yi � �Yð Þ2;

Population coefficient of variation ¼ CY ¼ σY
Y
:

Sample: A sample is a representative part of a

population. If the sample fails to represent the

population adequately, then there is every chance

of drawing wrong inference about the population

based on such sample because of the fact that it

will overestimate or underestimate some popula-

tion characteristics. Let us suppose that we want to

know the average economic background of the

students of an agriculture college. If the college

is a coeducation college and consists of students

from different parts of the country and one draws a

sample (1) of either boys or girls only, or (2) from

a particular class, or (3) from the students of a

particular state only, then the average economic

condition obtained from the sample may fail to

infer about the true average economic condition of

the students of the college (the population). This

type of sample is called a biased sample. On the

other hand, an unbiased sample is statistically

almost similar to its parent population, and thus,

inference about the population based on this type

of sample is more reliable and acceptable than

from a biased sample.

The Sample size (n) of a sample is the number

of elements/units with which the sample is

constituted of. Sample size is determined by a

number of factors, namely, (1) objective and

scope of the study, (2) nature of population and

sampling unit, (3) sampling technique and estima-

tion procedure to be used, (4) structure of

variability in the population, (5) structure of time

and cost component, and (6) size of the popula-

tion. An efficient and optimum sample size either
minimizes the mean squared error of the estimator

for a fixed cost or minimizes the cost for a fixed

value of mean squared error. Fixing of optimum

sample size becomes complicated when more

than one parameter is to be estimated or more

than one variable is under study. In fact, it is

very difficult to have a fixed rule for getting the

sample size. However, based on past information

or information gathered through the pilot study

conducted before the main study and giving

due consideration to the above decisive factors,

sample sizes are fixed for specific studies.

Generally a sample is regarded as large sample

if the sample size n � 30; otherwise, small sample.

Krejcie and Morgan in their 1970 article

“Determining Sample Size for Research

Activities” (Educational and Psychological
Measurement, #30, pp. 607–610) have used the

following formula to determine sampling size

provided the population is definite.

Table 6.1 Comparison of sample survey method and census method of data collection

Sl no. Sample survey method Census method

1 Only a representative part of the population (sample) comes

under investigation

Every element of the population comes

under investigation

2 Comparatively less accurate, if not done properly Accurate

3 Economical Costly

4 Less time- and labor-consuming Time- and labor-consuming

5 Possible in case of infinite population Not possible for infinite population

6 Possible for large population Rarely possible and feasible for large

population

7 With both sampling and non-sampling errors With absent sampling errors

8 Nonresponse errors can be solved Nonresponse problem cannot be worked

out

9 Parameters are to be estimated and tested Parameters are directly worked out

10 Used frequently Rarely used (e.g., population census)
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Estimation of sample size in research using

Krejcie and Morgan’s table is a commonly

employed method (Krejcie and Morgan 1970).

S ¼ χ2NP 1� Pð Þ=d2 N � 1ð Þ þ χ2P 1� Pð Þ

S ¼ the required sample size

χ2 ¼ the table value of chi-square for one degree

of freedom at the desired confidence level

N ¼ the population size

P ¼ the population proportion (assumed to be

.50 since this would provide the maximum

sample size)

d ¼ the degree of accuracy expressed as a pro-

portion (.05)

Table 6.2 is given in DK Lal Das’ Design of

Social Research for the purpose. Based on

Krejcie and Morgan’s (1970) table for determin-

ing sample size, for a given population of 500, a

sample size of 217 would be needed to represent

a cross section of the population. However, it is

important for a researcher to consider whether

the sample size is adequate to provide enough

accuracy to base decisions on the findings with

confidence.

A statistic is a real valued function of the sample

values. For example, the sample mean ¼ �y ¼
1
n

Pn
i¼1

yi; sample variance ¼ s0 2y ¼ 1
n

Pn
i¼1

yi � �yð Þ2;

sample coefficient of variation ¼ cy ¼ s0y
y :

An estimator is a statistic used to estimate the

population parameter and is a random variable as

its value differs from sample to sample, and the

samples are selected with specified probability

laws. The particular value, which the estimator

takes for a given sample, is known as an estimate.

An estimator t is said to be an unbiased esti-

mator of parameter θ if EðtÞ ¼ θ, where EðtÞ ¼PM0

i¼1 tipi and the probability of getting the ith

sample is pi, and ti (i ¼ 1, 2, 3 . . . . . M0) is the

estimate, that is, the value of estimator “t” based
on this sample for the parameter θ, M0 being the

total number of possible samples for the specified

probability scheme. On the other hand, if

EðtÞ 6¼ θ, the estimator is said to be a biased

estimator of parameter θ and the bias of t is

Table 6.2 Sample size corresponding to different population sizes

Population

size (N)
Sample

size (n)
Population

size (N)
Sample

size (n)
Population

size (N)
Sample

size (n)
Population

size (N)
Sample

size (n)

10 10 150 108 460 210 2,200 327

15 14 160 113 480 214 2,400 331

20 19 170 118 500 217 2,600 335

25 24 180 123 550 226 2,800 338

30 28 190 127 600 234 3,000 341

35 32 200 132 650 242 3,500 346

40 36 210 136 700 248 4,000 351

45 40 220 140 750 254 4,500 354

50 44 230 144 800 260 5,000 357

55 48 240 148 850 265 6,000 361

60 52 250 152 900 269 7,000 364

65 56 260 155 950 274 8,000 367

70 59 270 159 1,000 278 9,000 368

75 63 280 162 1,100 285 10,000 370

80 66 290 165 1,200 291 15,000 375

85 70 300 169 1,300 297 20,000 377

90 73 320 175 1,400 302 30,000 379

95 76 340 181 1,500 306 40,000 380

100 80 360 186 1,600 310 50,000 381

110 86 380 191 1,700 313 75,000 382

120 92 400 196 1,800 317 100,000 384

130 97 420 201 1,900 320

140 103 440 205 2,000 322
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given as BðtÞ ¼ EðtÞ � θ. The difference

between estimate ti based on the ith sample and

parameter θ, that is, (ti � θ), may be called the

error of the estimate.

The mean squared error (MSE). The MSE of

an estimator t of θ is MðtÞ ¼ E t� θð Þ2 ¼ PMo

i¼1

piðti � θÞ2 ¼ VðtÞ þ BðtÞ½ �2; where V(t) (the

variance of t) is defined as E t� EðtÞ½ �2 ¼PMo

i¼1 pi½ti � EðtÞ�2.
Given two estimators t1 and t2 for the popula-

tion parameter θ, the estimator t1 is said to be

more efficient than t2 if MSE(t1)<MSE(t2).

The selection of proper method to obtain a

representative sample is of utmost importance.

The selection of sample is oriented to answer the

following major queries:

(a) To select a representative part (sample) of the

population under interest

(b) To fix the size of the sample

(c) To ensure good quality of information and

subsequent inference

(d) To estimate parameters, minimizing errors

towards valid inferences about the population

Once the purpose and objective of the study

is fixed, one has to prepare a suitable sampling

plan to fulfill the objective of the study. The

basic components of sampling plans are:

(a) Definition of population and sampling units

(b) Preparation of sampling frame

(c) Scope of study area or domain

(d) Time period allowed

(e) Amount of cost permissible

(f) Coverage, that is, type of information (quali-

tative or quantitative) to be collected

(g) Type of parameters to be estimated

(h) Sampling design

(i) Selection of sample and collection of data

through trained investigators

All the above steps aim at reducing the sam-

pling error at a given cost within limited resources.

6.1 Errors in Sample Survey

There are mainly two types of errors associated

with estimates worked out from the sample:

(a) sampling error and (b) non-sampling error.

(a) Sampling Error: If we use different samples,

drawn following exactly the same way

from the same population, it will be found

that the estimates from each sample differ

from the other even if the same question-

naires, instructions, and facilities are pro-

vided for the selection of all the samples.

This difference is termed as sampling

error.

(b) Non-sampling Error: Non-sampling errors

are attributed mainly to differential behav-

ior of respondents as well as interviewers.

Thus, difference in response, difficulties

in defining, difference in interpretations,

and inability in recalling information and

so on are the major sources of non-sampling

errors.

6.2 Selection of Sample
(Sampling Technique)

Depending upon the nature and scope of the

investigation and the situations under which the

study is being carried out, appropriate sampling

technique is being chosen. Available sampling

techniques can broadly be categorized into two

categories: (a) probability sampling and (b) non-

probability sampling. Probability sampling helps

researchers to estimate the extent to which the

sample statistics are likely to adhere to the popu-

lation parameters. Different types of sampling

techniques available are:

Probability sampling Non-probability sampling

1) Simple random sampling 1) Quota sampling

2) Varying probability sampling 2) Judgment sampling
3) Stratified sampling 3) Purposive sampling
4) Systematic sampling 4) Snowball sampling
5) Cluster sampling 5) Accidental sampling
6) Multistage sampling
7) Multiphase and double sampling
8) Sampling on two occasions
9) Inverse sampling
10) Sampling technique for rapid assessment (STRA)
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Besides the above, some complex and mixed

sampling techniques like (a) two-stage or three-

stage sampling with stratification, (b) double

sampling for stratification, and (c) sampling on

successive occasions are useful in studies related

to socioeconomic, agronomic, and animal hus-

bandry aspects.

6.2.1 Probability Sampling

6.2.1.1 Simple Random Sampling
Simple random sampling is the most widely

used, simplest method of drawing sample from

a population such that each and every unit in the

population has an equal probability of being

included in the sample. Simple random sampling

is of two different types: (a) simple random sam-
pling with replacement (SRSWR) and (b) simple

random sampling without replacement (SRSWOR).

From a population of N units, we select one

unit by giving equal probability 1/N to all units

with the help of random numbers. A unit is

selected, noted, and returned to the population

before drawing the second unit, and the process

is repeated “n” times to get a simple random

sample of “n” units. This procedure of selecting

a sample is known as “simple random sampling

with replacement (SRSWR).” On the other hand,

if the above procedure is continued till “n” dis-

tinct units are selected ignoring all repetitions, a

“simple random sampling without replacement

(SRSWOR)” is obtained.

How to use random number from a random

number table for drawing a random sample from

a finite population is illustrated in the following

example.

Example 6.1. Let 48 different lots of bulbs,

each containing 100 bulbs, be studied for defec-

tive bulbs, and the following figures give the

number of defective bulbs in each lot. We are

to draw two random samples of 10 lots: (1) with

replacement and (2) without replacement.

The sampling units, that is, lots, are already

serially numbered from 1 to 48. Now N ¼ 48 is a

two-digit number.

Method 1 (Direct Approach)

Since N ¼ 48 is a two-digit number, we shall use

a two-digit random number table, consider ran-

dom numbers from 01 to 48, and reject numbers

greater than 48 and 00. One can start from any

point (number) in the random number table, which

is arranged in rows and columns. We can move in

any random way we like; it can be vertically

downward or upward, to the right or to the left.

Let us start at random from a number in the

1st row and 12th column and move vertically

downward. The numbers selected from the ran-

dom number table 6.7 are given in Table 6.3:

The random samples of size 10 with replace-

ment and without replacement consist of the unit

numbers 12, 4, 36, 36, 32, 18, 11, 45, 15, and 32

and 12, 4, 36, 32, 18, 11, 45, 15, 27, and 33,

respectively. While selecting the random numbers

according to the SRSWR, we have kept some

random numbers, namely, 36 and 32, more than

once because these units after selection were

returned to the population. But no repetition of

random number is found in SRSWOR method.

Demerit of the direct approach is that a large

number of random numbers are rejected simply

because these are more than the population size.

Lot no. 1 2 3 4 5 6 7 8 9 10 11 12

No. of defective bulbs/lot 2 12 10 8 9 11 3 8 10 12 7 9

Lot no. 13 14 15 16 17 18 19 20 21 22 23 24

No. of defective bulbs/lot 4 5 7 12 14 8 10 0 5 6 10 12

Lot no. 25 26 27 28 29 30 31 32 33 34 35 36

No. of defective bulbs/lot 14 15 2 5 15 17 8 9 12 13 14 5

Lot no. 37 38 39 40 41 42 43 44 45 46 47 48

No. of defective bulbs/lot 6 7 8 12 11 9 12 15 18 16 9 10
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Method 2 (Remainder Approach)

To reduce time and labor, the commonly used

“remainder approach” is employed to avoid the

rejection of random numbers. The greatest two-

digit number, which is a multiple of 48, is 96, and

we consider two-digit numbers from 01 to 96,

rejecting the numbers greater than 96 and 00.

By using two-digit random numbers as above, we

prepare Table 6.4.

The randomsamples of size 10with replacement

andwithout replacement consist of the variety num-

bers 12, 4, 36, 32, 36, 32, 47, 15, 30, and 18 and 12,

4, 36, 32, 47, 15, 30, 18, 46, and 11, respectively.

In the direct approach, as many as 22 random

numbers were selected to obtain a random sam-

ple of ten only. On the contrary, only 12 random

numbers were sufficient in the second “remain-

der approach” to draw the sample of 10. Thus,

with the help of the remainder approach, one can

save time as well as labor in drawing a definite

simple random sample.

If a sample of n units is drawn from a population

of N units with SRSWR, then there are Nn ordered

possible samples and the probability of getting any

sample is P(s) ¼ 1/Nn. If a sample is drawn with

SRSWOR, then there are NCnð Þ unordered possible
samples and PðsÞ ¼ 1= NCnð Þ. It is further to be

noted that the probability of getting ith unit at rth

draw is P [irð Þ ¼ 1=N; i ¼ 1, 2, 3, . . ., N and

r ¼ 1, 2, 3, . . ., n for both SRSWR and SRSWOR.

In case a sample of n units is drawn from a

population of N units with SRSWR and the sam-

ple values are (y1, y2, y3, . . ., yn), then the sample

mean y ¼ 1
n

Pn
i¼1

yi is an unbiased estimator of the

population mean �Y; that is; Eð�yÞ ¼ �Y, and a

sampling variance of the sample mean, that is,

Vð�yÞ is equal to σ2

n where σ2 is the population

variance. It is also observed that the sample mean

square (s2) is an unbiased estimator of the popu-

lation variance, that is Eðs2Þ ¼ σ2 where

s2 ¼ 1
n�1

Pn
i¼1

ðyi � �yÞ2. Thus, the standard error

of the sample mean is given by SEð�yÞ ¼ σffiffi
n

p and

the estimated SEð�yÞ ¼ sffiffi
n

p :

For SRSWOR Eð�yÞ ¼ �Y; Vð�yÞ ¼ N � n

N � 1

σ2

n

¼ N � n

N

S2

n

¼ ð1� f Þ S
2

n
;E s2

� � ¼ S2

Table 6.3 Selection of random numbers for SRSWR and

SRSWOR scheme using direct method

Random numbers taken

from the table 6.7

Selected random

numbers

SRSWR SRSWOR

12 12 12

4 04 4

36 36 36

80 – –

36 36 –

32 32 32

95 — —

63 – –

78 — —

18 18 18

94 — —

11 11 11

87 — —

45 45 45

15 15 15

32 32 –

71 — —

77 – –

55 – –

95 – —

27 – 27

33 – 33

— means random number drawn from random number

table is more than 48.

Table 6.4 Selection of random numbers for SRSWR and

SRSWOR scheme using remainder approach

Random

numbers

Remainder when

divided by 48

Selected random

numbers

SRSWR SRSWOR

12 12 12 12

4 04 04 4

36 36 36 36

80 32 32 32

36 36 36 –

32 32 32 –

95 47 47 47

63 15 15 15

78 30 30 30

18 18 18 18

94 46 – 46

11 11 – 11
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where S2 ¼ 1
N�1

Pn
i¼1

Yi � �Yð Þ
2

is the population

mean square and f ¼ n
N ¼ sampling fraction:

The factor N�n
N ¼ ð1� f Þ is a correction

factor for the finite size of the population and

is called the finite population correction factor.

It is noted that VWORð�yÞ ¼ N�n
N�1

σ2

n ¼ 1� n�1
N�1

� ��
σ2

n ! σ2

n which is equal to Vð�yÞ; when N ! 1:

6.2.1.2 Varying Probability Sampling
(Probability Proportional to Size
Sampling)

In many practical situations, the units vary in size

and the variable under study is directly related to

the size of the unit. In this case, probabilities may

be assigned to all the units proportional to their

sizes and be employed probability proportional

to size sampling technique. Let there be “N” units
in a population having sizes X1, X2, X3, . . ., XN,

the total of the sizes of all the units in the popu-

lation being
Pn

i¼1 Xi ¼ X. In this method, the

probability of selecting ith unit is Xi=X. The

selection of sample according to probability pro-

portional to size sampling with replacement can

be made in two different ways: (a) cumulative

total method and (b) Lahiri’s method.

Cumulative Total Method

Let the size of the ith unit in the population be Xi

(i ¼ 1, 2, 3, . . ., N), and suppose that these

are integers. Then the procedure is given in the

following steps:

1. Assign 1 to X1 numbers to the first unit, X1+1

to (X1+X2) numbers to the second unit, X1

X2+1 to X1+X2+X3 numbers to the third unit,

and so on.

2. Select a random number from 1 to X from the

random number table using the method for

selection of sample according to simple ran-

dom sampling technique.

3. The unit in whose range the random number

falls is taken in the sample.

4. Steps in (2) and (3) are repeated “n” times to

get a sample of size “n” with probability pro-

portional to size with replacement.

Example 6.2. Suppose there are 20 farms.

We are to select 5 farms with probability propor-

tional to size with replacement.

Solution. With size being the area of farms by

cumulative total method, we have Table 6.5

prepared:

Select five random numbers from 1 to 900

from the random number table. Random numbers

selected from the random number table at the 1st

row and 9th column and moving vertically down-

ward are 843, 122, 735, 82, and 559. The units

associated with these numbers are 19th, 5th,

17th, 5th, and 15th, respectively. Thus, according

to PPS, with replacement the sample contains

farms with serial numbers 5, 5, 15, 17, and 19.

Lahiri’s Method

According to Lahiri’s (1951) method of PPS

selection, we do not require accumulation of the

sizes at all. It consists in selecting a number at

random from 1 to N and noting down the unit with

the corresponding serial number provisionally.

Table 6.5 Selection of sample using cumulative total

method

Farm

no.

Farm

area

(cents)

(Xi)

Cumulative

total

Numbers

associated PPSWR

1 20 20 1–20

2 15 35 21–35

3 10 45 36–45

4 30 75 46–75

5 60 135 76–135 √
6 100 235 136–235

7 40 275 236–275

8 25 300 276–300

9 35 335 301–335

10 45 380 336–380

11 50 430 381–430

12 55 485 431–485

13 20 505 486–505

14 10 515 506–515

15 70 585 516–585 √

16 75 660 586–660

17 90 750 661–750 √
18 65 815 751–815

19 40 855 816–855 √
20 45 900 856–900
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Another random number is then chosen from 1 to

M, where M is the maximum of the sizes of the N

units or some convenient number greater than the

maximum size. If the second random number is

smaller or equal to the size of the unit provision-

ally selected, the unit is selected into the sample.

If not, the entire procedure is repeated until a unit

is finally selected. For selecting a sample of n

units with PPSWR, the above procedure is

repeated till “n” units are selected.

Example 6.3. Let there be ten farms having farm

sizes of X1 to X10 as given below. We are to select

four farms with PPSWR according to Lahiri’s

method (Table 6.6).

In this example, N ¼ 10, M ¼ 90. First, we

have to select a random number from 1 to 10 and

a second random number from 1 to 90. Referring

to the random number table, the pair is (8, 23).

Here, 23 < X8 ¼ 27. Hence, the 8th unit is

selected in the sample. We choose another pair,

which is (2, 48). Here, 48 < X2 ¼ 50. Thus, the

2nd unit is selected in the sample. We choose

another pair, which is (7, 55). Here, 55 > X7

¼ 34. So the pair (7, 55) is rejected. Choosing

two pairs, we can have (10, 70) and (6, 38). Here,

the 10th and 6th units are selected in the sample.

Hence, the sample consists of farms with serial

numbers 8, 2, 10, and 6.

PPS sampling takes care of the heterogeneity

in the population as well as the varying sizes of

the population units/elements. Thus, it uses ancil-

lary information in the form of size of units. This

will help us in getting more efficient estimator of

the population.

A random number can also be generated from

the function menu of MS Excel following the

method given below. Assume that we want to
have 20 random numbers between 1 and 900.

It may be noted that in this process, the

random number changes as we change the

Table 6.6 Selection of sample using PPSWR (Lahiri’s

method)

Sl. no. of farms Farm area (cent) (Xi)

Farm

selected

1 76

2 50 √
3 30

4 26

5 40

6 50 √

7 34

8 27 √
9 60

10 90 √

Step 1: Click on Formulas as shown above in any Excel spreadsheet to get the following screen.
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Step 3: Put the lowest and the highest values in bottom and top spaces, respectively, of the above window and click OK

to get the following screen.

Step 2: Click on Insert Function menu as shown above. The small window will appear, and from the different options,

scroll to select RANDBETWEEN and click OK to get the following window.

6.2 Selection of Sample (Sampling Technique) 53



www.manaraa.com

Step 5: The above random number generated may contain repetitions; repetitions are allowed in SRSWR, but to get

distinct random numbers for SRSWOR, discard the repetitive ones and take only the distinct random numbers.

Step 4: The first random number is generated. Click on the right lower corner of the first cell, hold it, and drag it to more

than 20 cells to get random numbers as given below.
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selection or repeat the process. So it is better to
generate more random numbers than what is

actually required and transform these into values
using Copy, Paste Special, Values command

immediately.

6.2.1.3 Stratified Sampling
For a heterogeneous population, stratified

random sampling is found to be better compared

to SRS and simple random sampling with vary-

ing probability.

In stratified random sampling method, a pop-

ulation of size “N” is divided into subpopu-

lations (called strata), which are homogeneous

within and heterogeneous among themselves.

Random samples are drawn from each stratum

separately. Age, gender, educational or income

status, geographical location, soil fertility pat-

tern, stress level, species of fish, etc., are gener-

ally used as stratifying factors. The efficiency of

the stratified random sampling design, relative

to the simple random sampling design, will be

high only if an appropriate stratification tech-

nique is used.

Number of strata: Stratification can be done to

the extent such that the strata are not too many in

number because too many strata do not necessar-

ily bring down the variance proportionately.

Let there be P strata in a population with mean
�Y and variance σ2, and let Nh be the sizes of hth

stratum with mean �Yh and variance σ2h (h ¼ 1, 2,

3, . . ., P) so that N ¼ N1,+N2+. . .. . ..+NL. One

can write

Y ¼
XP
h¼1

Wh
�Yh;

σ2 ¼ PP
h¼1

Whσ2h þ
PP
h¼1

Wh
�Yh � �Yð Þ2;

where Wh ¼ Nh

N :

Let us take a random sample of size n by

selecting nh individuals from hth stratum such

that
Pp

h¼1 nh ¼ n. Let �yh and s2h be the sample

mean and sample mean square for the nth stratum

where

�yh ¼
1

nh

Xnh
j¼1

yhj and s2h ¼
1

nh � 1

Xnh
j¼1

yhj � �yh
� �2

:

Unbiased estimator for the population mean �Y

and the population total Y are given by

�̂Y ¼ �yst ¼
XL
h¼1

Wh�yh and Ŷ ¼ N�yst;

and their estimated variances are given by

V̂ �ystð Þ ¼
XL
h¼1

Wh
2 1� fhð Þ s

2
n

nh
V̂ N�ystð Þ ¼ N2V̂ �ystð Þ;

where fh ¼ nh
Nh
:

Allocation of Sample Size to Different Strata

Three methods of allocation of sample size to

various strata in the population are given below:

1. Equal allocation: Total sample size is divided

equally among the strata, that is, sample nh to be

selected from hth stratum such that nh ¼ n/L.

2. Proportional allocation: In proportional allo-

cation, nh 1 (proportional to ) Nh, that is,

Nh ¼ nWh; h ¼ 1, 2, 3, . . ., P.

3. Optimum allocation: This is based on minimi-

zation of Vð�ystÞ under a given cost C0. The
simplest cost function is of the form

C ¼ C0 þ
Pp

n¼1 Chnh, where C0 is the over-

head cost, Ch is the cost of sampling a unit

from the hth stratum, and C is the total cost.

To solve this problem, we have

nh ¼ C0 � C0ð Þ WhSh=
ffiffiffiffiffiffi
Ch

p
PL
h¼1

WhSh
ffiffiffiffiffiffi
Ch

p ;

h ¼ 1, 2, 3, . . ., L, where S2h is the population

mean square for the hth stratum.

A particular case arises when Ch ¼ C00, that
is, if the cost per unit is the same in all the strata.

In this case,

nh ¼ n
WhShPL

h¼1

WhSh

¼ n
NhShPL

h¼1

NhSh

:
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This allocation is also known as Neyman
allocation.

Stratified random sampling gives more repre-

sentative sample, that is, more accuracy in

sampling and efficient estimation of population

parameters. However, it is more costly than sim-

ple random sampling and involves complicated

analysis and estimation procedure.

6.2.1.4 Systematic Sampling
In this method of sampling, only the first unit is

selected with the help of a random number, and

the rest of the units of the sample get selected

automatically according to some predesigned

pattern. Suppose there are 500 population units

numbered from 1 to 500 in some order and we

want to draw a sample size of 50, We have

500 ¼ 50 � 10, where 50 is the sample size

and 10 is an integer; let a random number less

than or equal to “10” be selected and every 10th

unit thereafter; such a procedure is termed linear

systematic sampling. If N 6¼ nk, where

N ¼ population size, n ¼ sample size, and k ¼
an integer, and every kth unit is included in a

circular manner till the whole list is exhausted,

it will be called circular systematic sampling.
Systematic sampling is used in various surveys

like in census work, forest surveys, milk yield

surveys, and fisheries.

6.2.1.5 Cluster Sampling
When the population is very wide or big, say for

countrywide survey, it may not be feasible to

take sample units directly from the population

itself. Moreover, this type of sampling is used

when the population size is very large, and strat-

ification is also not feasible to the best possible

way because of nonavailability of full informa-

tion on each and every element of the population.

Resource constraint is also a major factor. In

such cases, auxiliary/secondary information like

block list, village list, and subdivision lists is

used in probability sampling. In cluster sampling,

the whole population is divided into a number of

clusters, each consisting of several sampling

units. Cluster size may definitely vary from clus-

ter to cluster. Then some clusters are selected at

random out of all the clusters. Clusters need not

necessarily be natural aggregates; these may

be virtual or hypothetical or artificial also, like

grids in the map. The best size of cluster depends

on the cost of collecting information from the

clusters and the resulting variance. The objective

is to reduce both the cost and variance, and for

that we can have a pilot survey also, if felt

necessary.

Cluster sampling is useful where listing of

population units is not available; for example,

in a crop survey, the list of plots may not be

available, but the list of villages may be avail-

able. Here, villages will be treated as clusters

similarly. In animal husbandry, the list of cattle

may not be available, but the list of rearers

may be available. In such case, rearers will be

considered as clusters.

A population of NM units is divided into N

clusters having M units each. Let Yij be the value

of the character y under study for jth observation

corresponding to ith cluster (i ¼ 1, 2, 3, . . ., N

and j ¼ 1, 2, 3, . . ., M). The population mean �Y

is defined as

�Y ¼ 1

NM

XN
i

XM
j

Yij ¼ 1

N

XN
i¼1

�Yi;

where �Yi is the ith cluster mean. A sample of n

clusters is drawn with SRSWOR, and all the

units in the selected clusters are surveyed. An

unbiased estimator of the population mean �Y is

given by

�̂Yc ¼ 1

n

Xn
i¼1

�yi;

and its estimated variance is

V̂ �̂Yc

� �
¼ N � n

N

s2b
n
;

where �yi ¼ 1
M

PM
j¼1

yij ¼ mean for the ith selected

cluster and s2b ¼ 1
n�1

Pn
i¼1

�yi � �̂Yc

� �2
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6.2.1.6 Multistage Sampling
Multistage sampling is the extension of clustering

in more than one stage. Instead of taking blocks/

villages directly as clusters, one may take districts

at the first stage, then blocks/villages from the

selected districts and farmers from the villages,

etc. Thus, districts are the first stage units (fsu)

(or primary stage units (psu)), blocks/villages are

the second stage units, and farmers are the third

stage units or the respondents. A multistage sam-

pling is a two-stage/three-stage, etc., sampling

depending upon the number of stages or clusters.

If one is interested in counting the number of

grains per panicle in a wheat field experiment,

a three-stage sampling with individual hills as

the “fsu” and individual panicles as the “ssu”

and grains in panicle as “tsu” for sampling may

be used.

Multistage sampling is very flexible. The

whole process depends on the expertise of the

supervisor. For two-stage sampling with a popu-

lation divided into N first stage units and having

M second stage units in each; the population

mean �Y ¼ 1
NM

PN
i

PM
j

Yij ¼ 1
N

PN
i¼1

�Yi. If a sample

of n fsu is selected from N fsu with SRSWOR

and a sample of m ssu is selected from each

selected fsu with SRSWOR, then an unbiased

estimator for �Y is given by

�̂Yt ¼ 1

n

Xn
i¼1

yi with its estimated variance

V̂ �̂Yt

� �
¼ð1� f1Þ s

2
b

n
þ f1ð1� f2Þ

nm
s22,

where

�yi ¼
1

m

Xm
j¼1

yij; s2b ¼
1

n� 1

Xn
i¼1

�yi � �̂Yt

� �2

and

s22 ¼
1

nðm� 1Þ
Xn
i¼1

Xm
j¼1

yij � �yi
� �2

; f1 ¼ n

N
; f2 ¼ m

M

6.2.1.7 Multiphase and Double
(Two-Phase) Sampling

Sampling in two or more phases is known as two-

phase or multiphase sampling. This is another

way of tackling the large population. The usual

procedure is to take a large sample of size “n0”
from the population of N units to observe the

x-values of the auxiliary character and to esti-

mate the population parameter (say mean), while

a subsample of size “n” is drawn from “n0” to

study the character under consideration.

Let the problem be the selection of a sample

of families with probability proportional to

income. But the problem is that we do not have

any information on the income of the families.

We can take an initial random sample of families

having varied income and collect information on

their incomes; then a subsample is taken from the

initial sample with probability proportional to

the size of income. This will serve as the test

sample for the character under study from a

selected sample on the basis of family income.

Thus, in multiphase sampling, every sample is

obtained from previous sample.

Multiphase sampling should not be confused

with multistage sampling. In multistage sam-

pling, the sampling units at each stage are the

clusters of units of the next stage, and the ulti-

mate observable units are selected in stages,

sampling at each stage being done from each of

the sampling units or clusters selected in the

previous stage.

Multiphase or double sampling is very flexi-

ble and valuable for survey purpose, particularly

where the auxiliary information may not be

available always. But it is tedious, monotonous,

and less accurate.

In many situations, the population mean �X of

an auxiliary character x is known. Then the

ratio estimator for �Y is given by �yR ¼ �y
�x
�X, where

�y and �x are sample means of the characters y
and x, respectively, based on a sample of size n

drawnwith SRSWOR. It may happen that �X is not

known and in this case, the ratio of estimation

cannot be used to estimate the population mean �Y.
The usual procedure in such a situation is to use

the technique known as two-phase or double sam-

pling. A preliminary random sample without

replacement (SRSWOR) of size n0 is taken as

the information on x is collected. A subsample

of size n0 is drawn (SRSWOR) from n0 and
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information on y is measured. The ratio estimator

for �Y based on double sampling is given by

�yRd ¼
�y

�x
�x0;

where �x and �y are subsample means of x and y,

respectively, and �x0 is the sample mean in the first

sample. It is noted that �yRd is biased and the

estimator of V �yRdð Þ to the first-order approxima-

tion is given by

V̂ �yRdð Þ ¼ 1

n0
� 1

N

� �
s2y þ

1

n
� 1

n0

� �

s2y þ R̂
2
s2x � 2R̂syx

� �

where R̂ ¼ �y

�x
; syx ¼ 1

n� 1

Xn
i¼1

yi � �yð Þ xi � �xð Þ

6.2.1.8 Sampling in Two Occasions
In agriculture, plant characters are commonly

measured at different growth stages of the crop.

For example, tiller number in rice may be

measured at 30, 60, 90, and 120 days after trans-

planting or at the tillering, flowering, and harve-

sting stages. If suchmeasurements are made on the

same plants at all stages of observation, the

resulting data may be biased because plants that

are subjected to frequent handling may behave

differently from others. In this situation, if sam-

pling on successive occasions is done according to

a specific rule, with partial replacement of sam-

pling units, it is known as rotation sampling.

On the first occasion, a SRSWOR sample “s”

of size “n” is selected from a population of “N”
units; on the second occasion, a SRSWOR sam-

ple “s1” of “m” units from “s” and a SRSWOR

sample “s2” of “u” (¼ n � m) units from the

(N � n) units in the population not included in

“s” are selected. The estimate for the population

mean �Y2 on the second occasion is given by

�̂Y2 ¼ W�y2n þ ð1�WÞ�y02m
where �y2n ¼

P
s2

y2i
u and �y02m ¼ �y2m � b �y1m�ð

�y1nÞ are the simple mean for �Y2 based on the

replaced (unmatched) portion and the regression

estimator for �Y2 based on the matched portion,

respectively, b being the sample regression

coefficient of y2 on y1 based on matched part of

s1, W being a constant, and �y1h ¼
P
s

y1i
n ; �yhm ¼P

s1

yhi=m; ðh ¼ 1; 2Þ
The alternatives to the above scheme are the

schemes based on (1) complete matching (i.e.,

retaining the sample of the first occasion to the

second occasion completely) or (2) complete

replacement (i.e., drawing a single independent

sample at the second occasion and taking the

sample mean as the estimator of Y2 in both

cases). The partial matching procedure is better

than the other two procedures; for all practical

purposes, one should retain 25–30% units at the

second occasion for the gain in the efficiency.

6.2.1.9 Inverse Sampling
Inverse sampling is generally used for the esti-

mation of a rare population and is a method of

sampling in which the drawing of a sample unit

continues until certain specified conditions

dependent on the results of those drawings have

been fulfilled, for example, until a given number

of individuals of specified type have emerged.

For example, if we want to draw a sample of

population affected by pox disease in which at

least “k” has been affected by “chicken pox,”

while doing so, we do not know about the exact

size of the sample because unless and otherwise

we have “k” number of persons affected by

chicken pox, the drawing will continue and the

sample size will go on increasing. Thus, though

costly and time and labor- consuming, this sam-

pling gives due weightage to rare elements in the

population.

Let P denote the proportion of units in the

population possessing the rare attribute under

study. Therefore, NP number of units in the

population will possess the rare attributes. To

estimate P, units are drawn one by one with

SRSWOR. Sampling is discontinued as soon as

the number of units in the sample possessing the

rare attribute (a predetermined number, m) is

reached. Let us denote by n the number of units

required to be drawn in the sample to obtain m

units possessing the rare attribute. An unbiased

estimator of P is given by
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bP ¼ m� 1

n� 1

and an unbiased estimator of the variance of P̂ is

V̂ P̂
� � ¼ P̂ 1� P̂

� �
ðn� 2Þ 1� n� 1

N

	 

:

6.2.1.10 Sampling Technique for Rapid
Assessment (STRA)

In exigencies like flood, diseases, tsunami, and

Aila, we may not get enough time, money, or

manpower to undertake a usual sampling tech-

nique, but in any way, we need a reliable estimate

on some population parameters like damage of

crops, houses, cattle, and human lives in a very

short time so that the next suitable steps may be

taken. Thus, to obtain an estimate of the total

area damaged due to the outbreak of a particular

pest in block, one may select “n” points (“n”

being small, say, n ¼ 15) haphazardly at differ-

ent locations and calculate the mean intensity of

outbreak from a rectangular area of, say, A ¼
5 � 5 m2 at these points. Let I1, . . ., In be the

intensities of pest infestation in these “n”

pseudorandomly selected rectangles and �I ¼ 1
nPn

i¼1

Ii be the sample mean. Then the estimated

infestation would be

M̂ ¼ A

a

� �
�I (7.1)

where A is the area (in m2) under the block.

NW N NE

W
C
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To obtain the rapid estimate of the intensity of

a disease in a crop field, one may locate “n”

subplots (say n ¼ 9 one each in every direction

and one at center) in a pseudorandom manner,

each plot being a square of the same area, say,

“a.” The square may be of side 1 or 2 m. Let pi
be the damaged proportion of the crop in the Ith

plot, I ¼ 1, . . ., n. Then �p ¼ 1
n

� �Pn
i¼1

pi would be

the required estimate. The total area damaged

in the field would be estimated as Âp ¼ A
a

� �
�p

where A is the area of the field. The estimated

variance would be

vðÂpÞ ¼ A

a

� �2

vð�pÞ:

The sampling techniques for rapid assessment

(STRA) may also be used for obtaining estimates

of the yields of various crops.

6.2.2 Non-probability Sampling

1. Quota Sampling: Each interviewer is assigned
to interview a fixed number of respondents

(quota) that are taken as representation of the

whole sample.

If these are different groups in a population

and a sample is drawn in such a way that a

fixed number of units from different groups

required to be included in that sample, say, n1,

n2, . . ., ni from the ith group to provide ran-

dom sample of size n ¼ n1+n2+. . .+ni. But
these n1, n2, . . ., ni number of units are

selected by the interviewer in a nonrandom

fashion.

This procedure of sampling is less costly, is

convenient, does not require any sampling

frame, and gives quick reply. But as has

been mentioned earlier, it is criticized heavily

because of its nonrandom selection of

elements. The success of the entire procedure

depends on the skill and personal efficiency of

the interviewer.

2. Judgment Sampling: Basic to this type of sam-

pling is to select a sample of desired size,
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giving priority to the purpose of the study, and

the elements of the sample are selected in such

a way so as to fulfill the objective of the study.

This method is the simplest but may lead to

biased and inefficient sample depending upon

the efficiency of the investigator.

3. Purposive Sampling: The selection of elements

to be included in the sample is entirely made on

the basis of the choice of the researcher.

Though easy to operate, it gives hardly a repre-

sentation of the parent population and as such

the results are biased and unsatisfactory.

4. Snowball Sampling: In researches, particularly
in the field of social studies, related to sensitive

issues like drug abuse and HIV victims in

which the respondents are very much hesitant

because of social taboos, reasons, or otherwise,

this type of sampling is very useful. In this type

of study, the researcher finds out initially one or

two or a few respondents for the study purpose

and then takes the help of these respondents to

find more and more respondents on specific

aspects. This is because of the fact that this

type of respondents may be hesitant to present

themselves when approached by a stranger

rather than a fellow friend. Thus, in this type

of studies, size of sample goes on increasing as

one getsmore andmore number of respondents.

5. Accidental Sampling: This type of sampling is

mostly used in evaluative types of research

studies. Suppose one wants to know the extent

of adoption of a particular technology, say, birth

control program/hybrid rice technology in a

certain community. In this method of selecting

the respondents, the researchers/interviewers

take information from the respondents who hap-

pen to meet the researchers first, and in the

process, the researchers may take information

from the first 100 respondents whom the

researchers/interviewers have met and who are

willing to share information. Samples collected

in this process are subject to biasness, and the

only way to overcome the bias is to conduct

parallel studies.

6.3 Execution of the Sampling Plan

A good sampling plan is an “essential” condition

for the study to be undertaken, but it is

not sufficient to have a good sample leading to

efficient and accurate estimation of the population

parameter. It is necessary to have a “good” sam-

pling plan suitable for the study followed by the

“efficient execution” of the sampling plan. A

“good” sampling plan, if not executed properly,

may give “bad” (unreliable, inaccurate) results,

leading to wastage of entire time, energy, and

money used for the investigation. For the efficient

execution of the sampling plan, the investigator

responsible for the data collection must possess

the necessary qualifications. They must be prop-

erly trained before the data collection. They must

be taught how to handle the equipment and to

make correct observations and measurements and

note them down carefully. A proper supervision of

the fieldwork is a must, and scrutiny and editing of

the collected data is essential. Precautions must be

taken to identify the sample units, in specifying the

units(s) of measurements at various stages, and to

minimize the error in recording the data. Pilot

survey may be undertaken to select the suitable

sampling plan among the alternative plans. An

efficient execution of sampling plan cannot only

reduce both the sampling and non-sampling errors

but also helps in reducing the cost of the study.
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Table 6.7 Random number table

00–04 05–09 10–14 15–19 20–24 25–29 30–34 35–39 40–44 45–49

00 54463 22662 65905 70639 79365 67382 29085 69831 47058 08186

01 15389 85205 18850 39226 42249 90669 96325 23248 60933 26927

02 85941 40756 82414 02015 13858 78030 16269 65978 01385 15345

03 61149 69440 11286 88218 58925 03638 52862 62733 33451 77455

04 05219 81619 10651 67079 92511 59888 84502 72095 83463 75577

05 41417 98326 87719 92294 46614 50948 64886 20002 97365 30976

06 28357 94070 20652 35774 16249 75019 21145 05217 47286 76305

07 17783 00015 10806 83091 91530 36466 39981 62481 49177 75779

08 40950 84820 29881 85966 62800 70326 84740 62660 77379 90279

09 82995 64157 66164 41180 10089 41757 78258 96488 88629 37231

10 96754 17675 55659 44105 47361 34833 86679 23930 53249 27083

11 34357 88040 53364 71726 45690 66334 60332 22554 90600 71113

12 06318 37403 49927 57715 50423 67372 63116 48888 21505 80182

13 62111 52820 07243 79931 89292 84767 85693 73947 22278 11551

14 47534 09243 67879 00544 23410 12740 02540 54440 32949 13491

15 98614 75993 84460 62846 59844 14922 48730 73443 48167 34770

16 24856 03648 44898 09351 98795 18644 39765 71058 90368 44104

17 96887 12479 80621 66223 86085 78285 02432 53342 42846 94771

18 90801 21472 42815 77408 37390 76766 52615 32141 30268 18106

19 55165 77312 83666 36028 28420 70219 81369 41943 47366 41067

20 75884 12952 84318 95108 72305 64620 91318 89872 45375 85436

21 16777 37116 58550 42958 21460 43910 01175 87894 81378 10620

22 46230 43877 80207 88877 89380 32992 91380 03164 98656 59337

23 42902 66892 46134 01432 94710 23474 20423 60137 60609 13119

24 81007 00333 39693 28039 10154 95425 39220 19774 31782 49037

25 68089 01122 51111 72373 06902 74373 96199 97017 41273 21546

26 20411 67081 89950 16944 93054 87687 96693 87236 77054 33848

27 58212 13160 06468 15718 82627 76999 05999 58680 96739 63700

28 70577 42866 24969 61210 76046 67699 42054 12696 93758 03283

29 94522 74358 71659 62038 79643 79169 44741 05437 39038 13163

30 42626 86819 85651 88678 17401 03252 99547 32404 17918 62880

31 16051 33763 57194 16752 54450 19031 58580 47629 54132 60631

32 08244 27647 33851 44705 94211 46716 11738 55784 95374 72655

33 59497 04392 09419 89964 51211 04894 72882 17805 21896 83864

34 97155 13428 40293 09985 58434 01412 69124 82171 59058 82859

35 98409 66162 95763 47420 20792 61527 20441 39435 11859 41567

36 45476 84882 65109 96597 25930 66790 65706 61203 53634 22557

37 89300 69700 50741 30329 11658 23166 05400 66669 48708 03887

38 50051 95137 91631 66315 91428 12275 24816 68091 71710 33258

39 31753 85178 31310 89642 98364 02306 24617 09609 83942 22716

40 79152 53829 77250 20190 56535 18760 69942 77448 33278 48805

41 44560 38750 83635 56540 64900 42915 13953 79149 18710 48805

42 68328 83378 63369 71381 39564 05615 42451 64559 97501 65747

43 46939 38689 58625 08342 30459 85863 20781 09284 26333 91777

44 83544 86141 15707 96256 23068 13782 08467 89469 93842 55349

45 91621 00881 04900 54224 46177 55309 17852 27491 89415 23466

46 91621 00881 04900 54224 46177 55309 17852 27491 89415 23466

47 55751 62515 21108 80830 02263 29303 37204 96926 30506 09808

48 85156 87689 954963 88842 00664 55017 55539 17771 69448 87530

49 07521 56898 12236 60277 39102 62315 12239 07105 11844 01117
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Collection of Data 7

Research is a process of knowing the unknown

things for the betterment of humanity. In the

process, explorations of the different sources of

information are carried out by a researcher to

expose the so long unexposed truth. Thus, infor-

mation is the prerequisite for achieving the

objectives of any research program. Information

may be qualitative or quantitative/numerical.

Data refers to different kinds of numerical infor-

mation. In any research program, a researcher is

always in search of a suitable mechanism/process

for the collection of information. Thus, data col-

lection plays a vital role in any research program.

Depending upon the research design, in particu-

lar, the objective of a research program and the

types of information required are fixed. The next

task is data collection. Depending upon the

sources of information, data may be (1) primary

or (2) secondary.

1. Primary Data

Primary data are those data which are col-

lected by a researcher afresh and for the first

time with specific research objectives in mind.

Thus, primary data are original in nature.

2. Secondary Data

Secondary data are those data which are col-

lected by someone, an agency, an organization,

etc., but are being used by some other users. So

secondary data are not collected by a user

himself/herself; rather the user is using the

information generated by some other users.

Weather data is the primary data to the depart-

ment of meteorology, as a part of their manda-

tory duties, but when this meteorological

information is used by any researcher as an

auxiliary or supportive information to facilitate

the findings of a research program, then this

data becomes secondary. Secondary informa-

tion might have undergone a thorough statisti-

cal process to some extent. But primary data

are raw in nature; that’s why sometimes these

are known as raw data, which definitely require

processing. As a result, the methods of collec-

tion of these two types of data differ signifi-

cantly. In case of primary data, the method for

collection is required, whereas in secondary

data, it requires a mere compilation.

7.1 Methods of Collection
of Primary Data

As it has already been mentioned, the primary

data are original in nature and collected with

specific objectives in mind. Thus, the methods of

the collection of primary data play a vital role in a

research process. It requires an efficient planning

and execution. Depending upon the type of a

research design, primary data may be obtained

from experimental fields or through a survey

type of study. Experiment is an investigation to

explore the hidden fact under the objectives. On

the other hand, in a descriptive type of research,

the information is collected through a sample sur-

vey technique or a census survey method from the

existing area under study. Among the several

methods of collection of primary data, the follow-

ing methods are mostly used: (a) observation

P.K. Sahu, Research Methodology: A Guide for Researchers in Agricultural Science,
Social Science and Other Related Fields, DOI 10.1007/978-81-322-1020-7_7, # Springer India 2013
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method, (b) interview method, (c) questionnaire
method, (d) schedule method, and (e) other

methods.

7.1.1 Observation Method

In an observation method, data can be collected

from structured experiments as well as from

descriptive research studies. Though it is com-

monly used in behavioral/social sciences, it has

also an ample application in experimental

sciences. The power of observation in a scientific

research program may lead to an icebreaking dis-

covery. Observation is a planned, carefully and

thoughtfully selected method of data collection.

A scientific method of observation can result accu-

rate findings and conclusions. In observation, a

researcher can observe the elements under study

even without asking anything. If observation is

taken accurately, then subjective bias may also

get reduced. While applying the observation

method of data collection, a researcher should

keep in mind (a) what to observe, (b) how

observations are required to be noted, (c) how to
ensure the accuracy of the information, and so on.

Observations can be of two kinds: (a) structured

observation and (b) unstructured observation. In a
structured observation, the definition of units to be

observed, the style of observation, the method of

recording, the standardization of condition of data

collection and selection of the pertinent data of

observation, etc., are all settled well ahead of

data collection. On the other hand, when data

collection takes place without the above

characteristics thought/settled in advance, then

the process is known as unstructured observations.

Generally the structured observation process is

used in a descriptive type of studies, whereas the

unstructured observations are mostly used in an

exploratory type of research.

Depending upon the participation or nonpar-

ticipation of a researcher/investigator/enumera-

tor, the observation methods of data collection

can again be divided into participant and non-
participant methods. In a participant method of

observation, the observer (i.e., the researcher/the

investigator/enumerator) acts as a member of a

group in which he/she shares his/her experiences.

Thus, in the participant method, the added advan-

tage is that the observer can extract information

which were not thought earlier but may be found

suitable while discussing. Nonparticipant obser-

vation method of data collection leads the

observer to record the feelings/experiences of

others maybe without disclosing the identity. As

such, this method is also known as disguised
observation. In a disguised method of observa-

tion, participants are free to exchange their

experiences without being cautious by the pres-

ence of an investigator. But in the process, the

investigator may not be in a position to ask for

any additional explanation or experience arising

out of discussion. Both participant and nonpar-

ticipant observation methods are applicable in

social as well as experimental studies.

Observation methods of data collection may

again be grouped into controlled and uncon-

trolled observations. When observations are

recorded in accordance with the prearranged

plans of the observer, which involves experimen-

tal procedures, the observation is known as con-

trolled observation. On the other hand, in an

uncontrolled observation, the observations take

place in normal natural orders, without requiring

any preplan for the recording of the observations.

In social sciences, particularly in the studies of

human behavior, uncontrolled observations pro-

vide natural and complete behavior of the human

being/society. These are mostly applicable in an

exploratory type of a research study. Control

observation mostly takes place in laboratory or

field experiments.

7.1.2 Interview Method

This is one of the most common methods of data

collection, particularly in social and behavioral

sciences. Oral communication is the main theme

behind such method. Different questions, some-

times called stimuli are presented, to the

respondents to record their responses. Interviews

can broadly be classified into three categories:

personal interview, telephonic interview, and

chatting.
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7.1.2.1 Personal Interview
In a personal interview method of data collection,

a researcher or an interviewer generally asks some

questions and notes down the respondent’s

responses, while in a direct personal interview

method, an interviewer collects the information

directly from the respondent. This is compara-

tively easy, and data collection takes place then

and there. But, in some cases, it may not be

possible to contact directly the person concerned

due to various reasons; in such cases, indirect oral

examinations can be conducted and of course

followed by cross-examinations from other

persons who have sufficient knowledge about the

problem under investigation. An indirect method

of interview is mostly useful if respondents are

high profile in nature or are members of the com-

mission and committee appointed by the govern-

ment for specific investigations.

A personal interview can again be structured

and unstructured. As usual, a structured personal

interview is concerned with the use of a set of

predetermined questions with standardized tech-

nique of data recording. These are mostly useful

in descriptive and experimental type of research

studies. An unstructured personal interview

method is characterized by a freestyle approach

of an investigator for getting the answers to

questions as per situations the investigator finds

them suitable. In this process, the investigator has

a greater freedom to include and exclude some of

the answers and also to inquire some relevant

supplementary questions if he/she found them

suitable. The unstructured personal interview

method depends greatly on the capability of an

interviewer for its success. In an exploratory type

of research or a formulative type of studies, an

unstructured personal interview is mostly useful.

Interview is a method of exposing the hidden

factors at the heart of the respondent. The skill

and capability of an interviewer greatly

influence the outcome of an interview. In many

of the situations, a specific and skilled interviewer

is required to conduct the process. As such

interviews can further be classified into three

categories: (a) focus interview, (b) clinical

interview, and (c) nondirective interviews. In a

focus interview methods, an interviewer is free

to design and prepare a sequence of questions.

Mostly this is a conversation-based interview in

which an interviewer concentrates in getting infor-

mation from the respondent about the subject in

which the respondent has enough experience.

Clinical interview is concerned with the recording

of information about the feelings and opinions of

individuals about their experiences in their own

lives, whereas in a nondirective interviewmethod,

information on a particular aspect is recorded

from the respondents. In this method, the work

of an interviewer is to stimulate the respondent to

go on talking about his/her feelings, beliefs, and

experiences on a particular aspect.

Merits and Demerits of Personal Interview

Though a personal interview is an excellent

method of data collection, particularly in the

field of social studies and behavioral sciences, it

has certain advantages and weaknesses. There is a

saying that “if there is a challenge, then face it.”

A personal interview method of data collection is

such an activity which inspires researchers not

only face the challenges of solving burning prob-

lem of the society but also collect the information

for the purpose. Though a personal interview

method is a challenging task to an interviewer or

a researcher, it has still the following advantages:

1. More and more information at a greater depth

could be obtained.

2. By overcoming the resistance, if any, during

the recording of information, an interviewer

or researcher can lead to yield a perfect infor-

mation bank.

3. Flexibility is the beauty of a personal inter-

view method.

4. The factors of nonresponse, nonreturned, and

ill response can be minimized.

5. Because of greater interactions, an inter-

viewer develops a greater confidence on

human behavior.

6. With the help of charisma, greater acceptabil-

ity, and capability, newer dimension of

research may also be worked out.
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7. Both the interviewer and respondent become

further educated.

8. Misinterpretation could be avoided.

In spite of the above strengths, there are also

certain weaknesses of a personal interview

method of data collection:

1. It is very expensive and time consuming, par-

ticularly when the area of study is big.

2. The whole method of a personal interview

depends on the quality of an interviewer.

As such for a big study, one needs to employ

a number of interviewers, wherein they differ

among themselves and thereby causing

differences in the quality of information.

3. Nonresponse from potential respondents like

higher officials in the government/private

machineries is one of the major problems

with this type of interview.

4. The presence of an interviewer may overstim-

ulate or may cause shyness to the respondent,

thereby hampering the quality of the data.

5. Selecting, providing training, and supervising

an interviewer are the challenging tasks of a

researcher.

Criteria for Better Interviewing

1. An interviewer should be selected carefully;

only those persons who are well acquainted

and honest and have the intelligence to cap-

ture the essence of the interview should be

selected for this purpose.

2. A selected interviewer should be trained ade-

quately so that there would be no ambiguity

arises in understanding the questions and the

expected responses.

3. An interviewer should be well behaved, hon-

est, sincere, hard working, and impartial.

Interviewing is an art of extracting the inner

heart of the respondent.

4. An interviewer must enjoy the confidence and

faith of the respondent.

5. An interviewer’s approach must be friendly,

courteous, conversational, and unbiased.

6. An interviewer should refrain from asking

undesirable and unwarranted questions.

7. An interviewer should always try to create an

atmosphere of mutual understanding, belief,

and faith.

7.1.2.2 Telephonic Interview
With the advancement of communication

technology, telephonic interview is gaining

momentum. An interviewer should contact a

respondent over a telephone. Telephonic methods

of interviews include phone calls, SMS, and

emails. Respondents are asked to provide a suitable

time slot duringwhich they could be talked over the

telephone. During the interview, questions are

asked and responses may be noted or recorded;

the process facilitates the interview of the

respondents at different places at different times.

Short message service (SMS) andmultimediames-

sage service (MMS) are also used for interviewing

over telephones, and an interview may also be

conducted through emails. Questionnaires can be

sent as an email attachment to which the respon-

dent replied. Like the other methods, a telephonic

interviewing method has merits and demerits.

Merits
1. It is faster than any conventional method

of personal interviewing or data collections

through questionnaires or schedules.

2. It is cost-efficient.

3. It is easily manageable, no questions of train-

ing or supervising the field staff, etc.

4. People located at distant places over the

world may be contacted for the purpose of

the interview.

5. It is lesser time consuming than the other

methods.

6. Telephonic interview can be recorded.

Demerits

1. All intended respondents may not have a tele-

phone connection.

2. Sometimes it is difficult to collect the tele-

phone numbers of all potential respondents.

3. Respondents may refuse to response without

facing the interviewers.
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4. If the survey is comprehensive in nature and

requires much time, the method may not be a

suitable one.

5. For a telephonic interview, questions must be

short and to the point; this may prove some-

times difficult to handle.

6. Time provided to answer the question is com-

paratively limited.

7.1.2.3 Chatting
With the increasing use of Internet facilities,

chatting has become the most popular way of

communicating among people. Various common

interest groups have come into existence, taking

advantage of the facilities. Simply chatting or

video chatting helps more than one person, sit-

ting at distant places all over the world, to com-

municate their ideas, thoughts, and beliefs

instantly. This type of interviewing, particularly

the video chatting, is as good as personal

interviewing method of data collection. As

such, the competence of an interviewer not only

over the subject under study but also the commu-

nication technology plays a great role on the

successful completion of a process. This type of

interviewing is very fast and has almost all the

merits of telephonic methods of data collection.

One of the most demerits of this method is that

each and every respondent is required to be a

member of the group for which an interview is

to be conducted. The disturbances during the

conversations or chatting may cause additional

problems in this method. However, with the

advancement of technology, this type of

interviewing is bound to gain momentum day

by day. In business and corporate sectors, this

type of interviewing is highly appreciated. In

many corporate sectors, employers recruit their

employees through telephonic or chatting

interviewing methods.

7.1.3 Questionnaire Method

One of the most conventional methods of data

collection, particularly in wider areas having big

inquiries, is the questionnaire method of primary

data collection. In this method, a questionnaire is

prepared befitting to the objective of the study

and sent generally by post to the respondents

with a request to answer the questionnaires.

Nowadays, questions are also sent via an email

attachment using Internet facilities. The

respondents are expected to read the questions

and answer them. During the framing of the

questionnaire, the questions may be set in a

sequential order. The researcher sets the

questions in such a way that the respondent can

have an idea about the logical sequences and

chronology of the questions. This is known as

structured questionnaire. The questionnaire can

also be nonstructured, that is, following no

sequence. This may lead to problems in under-

standing the questions by the respondent.

Questionnaires may be disguised or nondisguised

in nature. In a disguised questionnaire method,

the objective of the questionnaire is not clearly

spelt out, whereas in a nondisguised question-

naire method, the objective of the study is made

clear to the respondent. Like other methods of

collecting information, a questionnaire method

has also certain advantages and disadvantages.

The success of this method, though, depends on

the ability of a researcher to frame the

questionnaires and the cooperation from the

respondent. The following are some of the merits

and demerits of questionnaire method:

Merits

1. Most useful in comprehensive study.

2. Interviewer’s biases are reduced.

3. In the absence of an interviewer, the answers

of the respondents are free in nature.

4. Sufficient times are provided to the

respondent.

5. Questionnaire can be sent to any phone num-

ber of respondents in any part of the world.

Demerits
1. This method of data collection does not apply

to uneducated or illiterate respondents.

2. It is time consuming.

3. Lengthy questionnaires may bore the respon-

dent and thereby reducing the number of

responses.
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4. Postal delay may lead to ill response.

5. The response of the respondent may not be

accurate.

6. The possibility of getting more information

like that of an interview method is reduced.

For a data collection method to be successful,

researchers dealing with the questionnaire should

pay attention to the following features: (1)

introducing letter, (2) the size of the questionnaires,

(3) sequence of questions, (4) simplicity, (5) clarity,

(6) nonpersonal, and (7) pretesting.

Each and every questionnaire should reach to

the respondent with a request from the researcher

in a very humble approach clearly mentioning

the need for the study and the help needed from

the respondent. The size of the questionnaire is a

matter of great concern. In the present and fast-

moving world, time is precious to each and every

one. If one gets very lengthy questionnaire, the

respondent gets bored. The question should be

kept as minimal as possible. Repetitions and

unnecessary questions should be avoided.

Questions should be framed in a logical sequence

so that both the respondent and the researcher

become very much clear about each other with

respect to the objective of the study vis-a-vis the

questions framed. Questions should be framed in

a free-flowing sequence. If the sequencing of the

questions is such that the respondent may get

confused, then their immediate reflection will

be in how to answer the questions. Simplicity in

language and communication is the art of fram-

ing a good questionnaire. A researcher should

communicate to the respondent in a very simple

and sober manner using simple language. The

simpler the language, the easier is the way to

reach the respondent. Any ambiguous question

should be avoided. Question should be very short,

simple, and informative. Clarity in the nature of

questioning is the most important factor in getting

an actual response. The degree of clarity of the

questions asked and their wordings are the most

important things. Questions should be easily

understood; it should convey only one message at

a time. The researcher should try to avoid asking

any personal questions which may make the

respondent hesitant in answering those questions.

Questions related to personal income, income tax

paid, sale tax paid, and extramarital relationship

should be avoided. Asking personal information

greatly influences the overall response of the

respondent. As such, personal questions if at all

required to be asked should be placed at the end of

the questionnaire. Instructions in filling out the

questionnaire will provide an additional advantage

to the respondent and may encourage him/her to

respond positively to the request of the researcher.

The researcher should clearly clarify the code,

groups, or other special notations used in the

questionnaire. A declaration on the part of the

researcher stating that the information provided

by the respondent should be kept confidential and

should not be used for other purposes other than

the purpose mentioned in the study without prior

permission from the respondent may encourage

the respondents in providing feedback to the

questionnaires. For comprehensive and big stud-

ies, pretesting of questionnaire is essential.

Pretesting of questionnaire means application of

the questionnaire to a small group of respondents

before it is being used for the main study. This is

also known as pilot survey. There are several

advantages of a pilot survey. The researcher can

modify or adjust, incorporate some new questions,

and delete some unwanted or nonresponsive

questions based on the feedback from the pilot

survey.

7.1.4 Schedule Method

Themethod of data collection through a schedule is

almost similar to that method of data collection

through questionnaires with a slight difference,

that is, an enumerator or a researcher prepares

a list of questions and takes it to the respondents to

fill them in during the process/time of interviewing.

While the questionnaires are being filled in by the

respondents themselves, the schedule is most likely

to be filled in by an enumerator or investigator. The

added advantage of data collection through sched-

ule is that the enumerator or investigator clarifies or

explains the questions which seem to be difficult to

answer by the respondent. The success of this
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method of data collection depends on the capability

of the enumerator. The enumerator should be

trained in such a way so that he/she becomes com-

petent enough about the objective of the project and

his/her duties. Though this method is time and

resource consuming, a good, qualified, and capable

enumerator can deliver wonderful information even

beyond the scope of the research studies (Table 7.1).

7.1.5 Other Methods of Data
Collection

Besides the above methods, there are other

methods also for data collection particularly in the

field of social, economic, psychometric, business,

etc., studies. Among the different methods, (1)

projective method of data collection, (2) warranty

card method, (3) audit method, (4) consumer

panels, (5) mechanical device method, (6) depth
interview method, (7) content analysis method, and

(8) PRA method are important.

7.1.5.1 Projective Method of Data
Collection

It is mostly used in psychological studies to project

the feelings, behaviors, and understanding of the

respondents on a particular aspect. It is an indirect

method of interview in which a respondent is put

in a situation wherein information about his/her

personality and inner mind is extracted con-

sciously by an interviewer but unconsciously by

him. This method is mostly used in situations

where the respondents are unwilling to respond

to direct questions—this might be because of the

fact that they have no clear-cut idea, opinion, and

thought of feelings or situations where direct

questioning is undesirable. There are different

methods of projective techniques: (a) word associ-
ation test, (b) sentence completion test, (c) story

completion test, (d) verbal projection test, (e) pic-

torial technique, (f) play technique, (g) quiz, (h)
sociometry, etc.

In a word association test, the number of

disjoint words is provided to the respondent,

and a response is sought about the first thought

or word that the individual associates with each

word. The interviewer notes the response, pro-

motional expressions, etc., to judge the attitude

of the respondents.

Instead of providing a list of words, a list of

incomplete sentences is provided to the

respondents with the request to complete this.

Analysis of the replies serves as an indicator for

the conception of the respondent about the sub-

ject and also the attitude towards it. Both the

word testing and sentence completion are quick

and easy to use but may not be easy to analyze

Table 7.1 Differences between the questionnaire and schedule

Sl
no. Questionnaire Schedule

1 Sent through mail Carried by an enumerator or investigator

2 Filled in by the respondent Filled in by an enumerator or the enumerator helps the

respondent in filling in

3 No manpower is required Trained enumerator or investigators are required

4 Cheaper or cost-effective Costly

5 No questions of supervision is required Enumerator or investigators are required to be

supervised

6 Has more nonresponse Has comparatively low nonresponse

7 Respondent’s identify is unknown Identity of respondent is fixed

8 May be time-consuming Can be completed within a given time frame

9 No personal contact (in general) Personal contact is established

10 Risk of misinformation or more wrong

information is seen

Quality of information depends on the quality of the

enumerator

11 Not applicable for illiterate May be applicable for illiterate

12 Worldwide collection of information is possible Worldwide collection of information is not possible
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numerically. Moreover, the entire success of

word association and sentence completion test

depends on the championship of the interviewer.

A story completion test is one step ahead of a

word association and sentence completion test.

A part of the story is provided to the respondent

and asked to complete the same. In the process,

the intention, thought, feelings, and the attitude

of the respondent towards the subject of the story

are recorded and analyzed.

In a verbal projection method, respondents are

requested to comment on the subject about the

feelings of others. For example, the question may

be asked why people get married. From the

answer to the question, the feelings of the

people about marriage are being noted through

the respondents.

In a pictorial technique, pictures of different

forms, types, and subjects in series are presented

to respondents, and the responses are recorded

and analyzed to draw the personality structure

and attitude of the respondents. There are differ-

ent methods of pictorial techniques; among

these, the important are (a) thematic appreciation
test (TAT), (b) Rosenzweig test, (c) Rorschach

test, (d) Holtzman inkblot test (HIT), and

(e) Tomkins–Horn picture arrangement test.
A Play technique is the simplest form of under-

standing the inner feelings and the attitudes of the

younger. In this method, different types of dolls

(different races, different genders, different

dresses, different religions, etc.) depending upon

the subject of study are provided to the children or

younger persons with the request to arrange these.

The arrangements made by the respondents are

the reflection of the state of mind, feelings, and

attitude towards the society.

The different types of short questions are

framed to test memorization and analytical abil-

ity of the respondents, supposing that the memo-

rization capability and analytical ability are

related to the likings, dislikings, and inner

feelings of the respondents. It relates to answer-

ing the research problem: what are the subject

areas in which people are interested in?

The motives of the respondents are studied

to trace the flow of information and examine

the ways in which new ideas are diffused.

Sociograms are constructed to categorize the

respondent into innovators, leaders, early

adopters, laggards, etc.

7.1.5.2 Warranty Card Method
In market and business research, the warranty

card method is mostly used. It is our common

experience that when the consumers purchase

any durable items, the post card (or in different

form) size of information sheet is provided to the

consumer to collect information not only about

the product but also about certain other points of

business interest. Analyzing the feedback from

the consumer, the efficiency of the business

house could be enhanced. Analyzing the feed-

back forms, the feelings, the attitude of the

consumers, their expectations or discontent,

etc., can be obtained.

7.1.5.3 Audit Method
There are different audit methods to know the

attitudes of the consumers. Distributor or store

audit method and pantry audit methods are mostly

used in market and business research. Distributors

or manufacturers get the retail stores audited

through a salesman at a regular time interval.

The information collected is used to assess the

market size, market share, seasonality and cyclical

behavior, trend, and so on of a particular item or a

group of items. Thus, the process of auditing the

retail stores by a distributor or a manufacturer is

known as auditing method of data collection.

Auditing is generally followed at an interval of

time for a long period. In the process, one can

have an idea about the impact of promotional

program (if any) taken during the period of

investigations. Auditing can also be made to esti-

mate the consumption pattern of the consumers—

known as pantry audit method. In a pantry audit

method, an investigator collects the information

on the types and quantities consumed of different

commodities at different points of time and at

different places. The same thing can also be

obtained from the respondents. This type of pantry

audit method of data collection can also be panel

as well as one time. These methods give the
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investigators huge amount of information maybe

through questionnaires, personal interviews, or

other methods. The only demerit is that personal

preferences of the consumers may not be

identified in this method or the effect of sale

promotional activities may not be measured

accurately.

7.1.5.4 Consumer Panels
A consumer panel method is a specialized type of

pantry audit method. In this data collection

method, the consumers or a set of consumers are

studied on a regular basis. The assumption or the

understanding of this method is that a selected

consumer will maintain a daily detail record of

his/her consumption, and the same could be made

available to researchers as, and when, necessary.

The consumer panel method of data collection

may be transitory or continuing. In a transitory

consumer panel method, information on the

consumers’ consumption details is taken before

and after basis. That is, the information is taken

from the selected consumer before introducing a

particular phenomenon (sales promotional scheme

like 20 % extra in biscuit packets of particular

brand, etc.) and again after the occurrence of a

particular phenomenon. Generally, consumers are

not aware about the promotional scheme so long

these are not introduced in the market. Thus, the

effect of such phenomenon would be measured

with such method of data collection. On the other

hand, a continuing consumer panel is generally set

up to study the consumer behaviors on particular

aspects over a period of time. Like the market

survey of consumers’ good, in studies like televi-

sion/radio viewership/listeners, care must be taken

so that consumer panels selected for that purpose

must represent the whole consumer community.

7.1.5.5 Mechanical Device Method
As the name suggests, this is amethod of collecting

data through mechanical devices. Mechanical

devices like camera, psychogalvanometer, motion

picture camera, and audiometer are the principal

devices used for general purposes. In agriculture,

the instruments like leaf area meter and seed

counter are in use to get information on particular

aspects of interest.

7.1.5.6 Depth Interview Method
A special type of interviewing to get data is the

depth interview method. Generally, this type of

method is used to unearth the motives and desires

of the respondents. Thus, this technique is more

on psychological than mechanical one. The suc-

cess of this method depends on the skills of an

interviewer and the endurance of the respondents

to reply to the queries, as most of depth

interviews involve considerable time. The depth

interviews may be projective or non-projective in

nature depending upon the objective and the type

of questions.

7.1.5.7 Content Analysis Method
It has already been mentioned that during the

formulation of the subject matter of research

studies, related documents are essential in the

whole process. A researcher is to study and ana-

lyze the content of the documents (books,

journals, magazines, Internet resources, etc.) to

facilitate the whole research process. The content

analysis may be a qualitative as well as quantita-

tive one.

7.1.5.8 PRA and RRA Method
This method is mostly used under two situations,

particularly in social sciences, when a researcher

does not have a complete idea about the problems

faced by the people and/or when information is

needed quickly. The purpose of this method is to

get an understanding and complexity of the prob-

lem rather than of getting absolutely accurate

data. In this method, people participate in sharing

their views, action–interaction takes place, and

information is recorded.

7.2 Collection of Secondary Data

Secondary data are available only if required

to be collated or compiled. Generally, secondary

data are available from different sources like the
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government/private/industrial/business/research/

voluntary organizations. These are generally

found in journals, booklets, books, monograms,

technical reports, etc. In India, each and every

state government and central government along

with their different establishments publishes dif-

ferent data on various aspects. Before utilizing

any secondary data, a researcher should be very

much careful about the originality or authenticity

of the data. In many of the cases, it is found that

the data on the same aspect in various organiza-

tions has been reported in different ways. So the

reliability, accuracy, and adoptability of the data

are the most important features. The sources

of secondary data may be under published or

unpublished. The published data are generally

available from various publications of the

central/provincial/local bodies, publications of

different international bodies or organizations,

technical/scientific/trade journal, and books/

monographs/magazines/newspaper published by

various government/nongovernment/business/

voluntary establishments. Reports and documents

prepared by different research scholars, univer-

sities, and establishments also serve as good

sources of secondary data. Among the unpub-

lished sources of information are diaries, letters,

biographies, autobiographies, and other relevant

unpublished documents.

Before using a secondary data, a researcher

must be careful whether to use or not to use

the available secondary data. This can be judged

on the basis of parameters like reliability, suit-

ability, and adequacy. Reliability refers to

the characteristic features of the sources of

information. A researcher should be clear about

the following essential points: (1) who collected

the data, (2) where the data was collected, (3)

what were the methods of data collection,
(4) were the required methods followed properly,

(5) what is the time of data collection, and

(6) were the data collected at the desired level
of accuracy? A researcher must be aware about

the fact that whether the secondary data available

are suitable for the present research purpose.

That means the adoptability of the data must

be verified under the given situations. The

original objective, scope, and nature of data

collection must be scrutinized thoroughly.

7.3 Case Study

Case study refers to an in-depth study on various

qualitative and quantitative aspects of a particular

community, social unit, institution, etc. The main

emphasis of this type of study is to study the units

under considerations vertically rather than hori-

zontally. For intensive investigation, this type of

method of data collection is generally used. Min-

ute details of the selected unit are studied inten-

sively. Being exhaustive and intensive in nature, a

case study method enables a researcher to under-

stand fully the behavioral pattern of the concerned

unit. Understanding the relationship of a social

unit with the social factors and the forces involved

in the surrounding environment is the major aim

of case studies.

7.4 Criteria for Selections
of Appropriate Method
of Data Collection

So far, we have discussed the different methods of

collections of primary and secondary data. Among

the competitive methods of data collection, a

researcher must optimally select the method for

a specific research program. In doing so, a

researcher is required to follow the following

aspects of a research program: (1) the nature,
scope, and objective of the study, (2) availability

of fund, (3) availability of time, (4) availability of

technical person, and (5) precision required.

7.4.1 Nature, Scope, and Objective
of the Study

The nature, scope, and objective of a study

decide the type of information required for the

purpose. Whether a research program is
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exploratory, descriptive, etc., in nature decides

the type of data collection method. The objective

and scope of the study guide whether to use the

primary data or secondary data. If secondary data

are to be used, then what are the sources, what is

the reliability of, and at what accuracy they have

been collected, all these things should be criti-

cally examined before taking any decision in this

regard. If primary data are to be recorded, then

what type of data is needed, qualitative or quan-

titative; does it require assistance from experts or

sophisticated instrument, etc.?

7.4.2 Availability of Fund

Financial resource is a pivotal point or lifeline of

any good or bad research program. Depending

upon the availability of fund, research projects

are exhaustive/intensive. In developing countries,

where financial resources are one of the major

constraints in conducting good research work,

the guardians generally advise “try to do, what-

ever you can do within the limited resources,

don’t hanker for that which is not available

at your disposal.” When funds are available,

a researcher is at his/her liberty to frame a

research process; otherwise, he/she has to keep

in mind the available resources at his/her dis-

posal. If resources are available, one can make

the program exhaustive/intensive, make use of

sophisticated instrument, can take help from

technical experts, and also can minimize the

time required or otherwise.

7.4.3 Availability of Time

As discussed already, the different methods of

data collection require different time periods for

a successful completion. A researcher must be

aware about the time period allowed to fulfill the

objective of the study. A researcher must always

make an endeavor to complete the data collection

within the shortest possible time period at his/her

disposal, keeping in mind the financial resources

available for the purpose.

7.4.4 Availability of Technical Person

While discussing the different methods of data

collection, it is noted that some methods of data

collection require the help from the experts.

In a schedule/observation/interview and other

methods of data collection, the quality of the

data depends greatly on the understanding of

the subject/questions of the enumerator/investi-

gator, behavior, intellectuality, and training

taken by the enumerator. One cannot use highly

sophisticated instrument for data collection in the

absence of a highly trained expert in recording

and retrieving the data from the sophisticated

instruments.

7.4.5 Precision Required

Methods of data collection are greatly influenced

by the precision required for the study. For exam-

ple, length data can be taken with the help of

screw gauge, slide calipers, centimeter scales, or

tape. All these are coming under an experimental

and observational data collection method. Now,

the question is, to which one should one apply?

Clearly, the precision with which the above

instruments work is different, and a researcher

needs to desire which technique or which method

he/she should apply. Similarly, the different

methods of data collection, may it be primary

or secondary, have different levels of precision

or accuracy. A researcher is to desire the best

methods of data collection befitting to the objec-

tive of a research program commensurating

with the available resources and the given

time frame.
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Processing and Analysis of Data 8

8.1 Processing of Information

The information/data collected/collated either

from primary or secondary sources at the initial

stage is known as raw data. Raw data is nothing

but the observation recorded from individual

units. Raw data, particularly the primary data,

can hardly speak anything unless and otherwise

arranged in order or processed. Data are

required to be processed and analyzed as per

the requirement of a research problem outlined.

Working with data starts with the scrutiny of

data; sometimes it is also known as editing of

data. There are several steps to follow before a

set of data is put under analysis befitting with

the objectives of a particular research program.

Though the order of the steps are not unique and

may change according to the need and objective

of a study, the following steps are generally

followed: (1) scrutiny/editing of data, (2) arrange-

ment of data, (3) coding of data, (4) classification

of data, and (5) presentation of data. The first

three steps, that is, scrutiny, arrangement, and cod-

ing of data may interchange the order depending

upon the situation. If the number of observations is

few, one can go for scrutiny at the first stage;

otherwise, it is better to arrange the data in ascend-

ing or descending order. We shall demonstrate the

whole procedure by taking the following example.

Example 8.1. The following table gives data on

the yield (q/ha) of paddy of 130 varieties.

15.50 25.50 26.50 24.50 28.50 29.50 26.50 53.50 46.50 43.50 77.50 63.50 51.50

24.80 12.80 21.80 23.80 25.80 27.80 58.80 80.80 24.80 33.80 77.80 74.80 70.80

18.00 19.00 22.00 21.00 23.00 26.00 40.00 68.00 20.00 30.00 83.00 55.00 80.00

20.00 21.00 22.00 27.00 28.00 26.00 41.00 37.00 61.00 68.00 78.00 39.00 51.00

19.00 28.00 27.00 26.00 29.00 30.00 68.00 48.00 33.00 38.00 23.00 66.00 37.00

23.50 32.50 15.50 17.50 18.50 19.50 87.50 29.50 18.50 65.50 45.50 64.50 44.50

17.50 16.50 19.50 22.50 23.50 21.50 57.50 66.50 52.50 60.50 51.50 56.50 80.50

19.00 21.00 23.00 25.00 27.00 24.00 36.00 74.00 32.00 23.00 80.00 16.00 45.00

20.00 20.00 21.00 22.00 23.00 24.00 59.00 39.00 71.00 20.00 46.00 30.00 19.00

20.00 24.00 25.00 26.00 27.00 28.00 41.00 30.00 49.00 70.00 85.00 27.00 24.00

P.K. Sahu, Research Methodology: A Guide for Researchers in Agricultural Science,
Social Science and Other Related Fields, DOI 10.1007/978-81-322-1020-7_8, # Springer India 2013
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Slide 8.2: Step 2 showing the sorting of data in Excel data sheet

Slide 8.1: Step 1 showing the entry or the transformation of data to Excel data sheet
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From the arrangement of the above data set,

it is clear that the yield of paddy has a maximum

value 87.50 q/ha and a minimum value 12.80 q/ha,

thereby having a yield difference of 74.8 q/ha

between the highest yielder and the lowest yielder.

8.1.1 Scrutiny and Arrangement
of Data

Raw data set is put under careful examination to

find out the existence of any abnormal/doubtful

observation, to detect errors and omissions, if any,

and to rectify these. Editing/scrutiny of data

ensures the accuracy, uniformity, and consistency

of data. If the observations are few in number,

during scrutiny, one can have an overall idea

about the information collected or collated. If the

number of observations is large, then one may go

for arrangement of observations in order, that is,

either ascending or descending order and then go

for scrutiny. Scrutiny and arrangement of data

help to have preliminary knowledge about the

nature of the data set which may not be possible

(particularly when a number of observations are

large) otherwise. Either scrutiny followed by

arrangement (for small number of observations)

or arrangement followed by scrutiny would help.

1. To know the maximum and minimum values

of the observations.

2. Whether the values of the observations are

consistent with the area of interest under con-

sideration or not. That means whether there is

any possibility of the data set containing out-

lier or not.

3. Whether the data set could be used for further

analysis towards fulfilling the objective of the

study or not.

Arrangements of data can be made using

SORT command in MS Excel or similar com-

mand in other similar software.

Example 8.2. For discrete data, one may think of

the formation of array. The formation of array

taking the number of effective tiller (ET) data for

100 varieties of paddy is demonstrated as follows:

Slide 8.3: Step 3 showing the output of sorted data in Excel data sheet

Raw data:

Variety ETL Variety ETL Variety ETL Variety ETL

1 16 26 17 51 18 76 16

2 15 27 22 52 20 77 26

3 10 28 6 53 23 78 20

(continued)
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From the arrangement of the above data set on

the number of effective tier per hill (ETL) of 100

varieties of paddy, it is clear that the ETL has a

minimum value 4 and a maximum value 26;

thereby having a range of 26 � 4 ¼ 22 number

of ETL among the varieties of paddy under con-

sideration. After the formation of data, it takes

the following shape (Tables 8.1 and 8.2).

It is found from the array that there are four

varieties having ETL 4 numbers per hill; one

(continued)

Variety ETL Variety ETL Variety ETL Variety ETL

4 11 29 8 54 9 79 21

5 12 30 16 55 13 80 19

6 13 31 12 56 14 81 7

7 14 32 13 57 8 82 9

8 7 33 14 58 7 83 14

9 8 34 7 59 9 84 22

10 9 35 8 60 13 85 23

11 10 36 11 61 7 86 14

12 11 37 17 62 8 87 26

13 14 38 9 63 11 88 18

14 16 39 10 64 24 89 20

15 18 40 12 65 16 90 19

16 20 41 18 66 4 91 17

17 7 42 17 67 6 92 9

18 8 43 16 68 5 93 10

19 4 44 8 69 6 94 12

20 6 45 6 70 7 95 23

21 15 46 4 71 10 96 20

22 8 47 16 72 11 97 21

23 12 48 22 73 4 98 12

24 15 49 26 74 8 99 10

25 16 50 21 75 12 100 18

Slide 8.4: Step 1 showing the entry or the transformation of data to Excel data sheet
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variety is having 5 ETL per hill, five varieties is

having ETL six, and so on. This formation of array

is done with the help of SORT key in Microsoft

Excel computer package as shown above in case of

example with the yield of paddy. Otherwise, con-

ventionally we may take help of the tally marking.

Process for tally marking is presented below

(Table 8.3).

8.1.2 Coding of Data

Sometimes the information collected may be

qualitative in nature like male/female, black/yel-

low/white/green, determinate/indeterminate, and

educated/illiterate. Coding refers to the process

of assigning numerals or other symbols to the

responses so that these could be categorized.

Coding should be made in such a way that these

are nonoverlapping and all the observations are

categorized in one of the categories framed for

the purpose. That means the coding should

be made in such a way that categories are exclu-

sive and exhaustive in nature. Generally, the

numerical information does not require coding.

Coding helps researchers in understanding the

data in a more meaningful way.

8.1.3 Classification/Grouping

While dealing with a huge number of

observations, it is sometimes very difficult to

have a concise idea about the information col-

lected. So the first idea comes to mind, that is, to

have a logical classification (formation of

groups) in accordance with some common char-

acteristic(s)/classification or grouping, may be

one of the solutions.

The first question in classification comes

to mind is, how many classes one should make?
There is no hard-and-first rule as to fix the num-

ber of classes. However, a general guideline as

given below is followed while making the

classes:

(a) Classes should bewell defined and exhaustive.

(b) Classes should not be overlapping.

(c) Classes should be of equal width as far as

possible.

(d) The number of classes should not be too few

or too many.

(e) Classes should be devoid of an open-ended

limit.

(f) Classes should be framed in such a way that

each and every class should have some

observation.

Table 8.1 ETL data arranged in ascending order

ETL

4 7 8 9 11 13 15 16 19 22

4 7 8 9 11 13 15 17 19 22

4 7 8 10 11 13 15 17 20 22

4 7 8 10 12 13 16 17 20 23

5 7 8 10 12 14 16 17 20 23

6 7 8 10 12 14 16 18 20 23

6 7 9 10 12 14 16 18 20 24

6 8 9 10 12 14 16 18 21 26

6 8 9 11 12 14 16 18 21 26

6 8 9 11 12 14 16 18 21 26

Table 8.2 Summary of ETL data arranged in ascending order

From the above array, one can have the following summary:

ETL 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 26

Frequency 4 1 5 7 9 6 6 5 7 4 6 3 8 4 5 2 5 3 3 3 1 3

Table 8.3 Tally marking and formation of frequency distribution of ETL data

ETL 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 26

Tally marks //// / //// //// // //// //// //// / //// / //// //// // //// //// / /// //// /// //// //// // //// /// /// /// / ///

Frequency 4 1 5 7 9 6 6 5 7 4 6 3 8 4 5 2 5 3 3 3 1 3
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While deciding the number of classes or

groups, the general idea is to have minimum

variations among the observations of a par-

ticular class/group and maximum variation

among the groups/classes.

Following the above guidelines and the

formulae given below, classes may be formed.

1. Yule formula: K ¼ 2.5 � N1/4

2. Sturge formula: K ¼ 1 + 3.322 log10N,
where N is the number of observations and K

is the number of classes.

Thus, according to the above two formulae,

the number of classes for Example 8.1 and

Example 8.2 is given in Table 8.4.

Generally, the range of date can be extended

in both sides (i.e., at the lower end as well as at

the upper end) so as to (1) make the no. of classes

as a whole number and (2) avoid the class width

as a fraction. For example, in the paddy yield, the

maximum value is 87.5 and the minimum is 12.8.

So to have 8 classes, the class width becomes

9.33, a fraction not advisable for the convenience

of further mathematical calculation. To avoid

this, one can increase the data range in both

sides to 10 and 90, respectively, for the lower

and upper sides, thus making the (90 � 10)/

8 ¼ 10 class width a whole number. It should

emphatically be noted that making the class

width whole number is not compulsory; one can

very well use a fractional class width also.

8.1.3.1 Method of Classification
When both the upper limit and lower limit of a

particular class are included in the class, it is

known as inclusive method of classification.

While in other methods one of these limits is

not included in the respective class, it is known

as exclusive method of classification (Table 8.5).

The above two classifications, that is, the

inclusive method of classification and the exclu-

sive method of classification, are for Examples

8.2 and 8.1, respectively. For Example 8.2 of

the effective tiller per hill, that is, for discrete

variable, both the class limits are included in

the respective class. But for Example 8.1, that

is, for yield variable (a continuous character),

exclusive method of classification has been

used.

May it be discrete or continuous, different

statistical measures in subsequent analysis of

the data may result in a fractional form. As

such, generally discrete classes are made continu-

ous by subtracting “d/2” from the lower class limit

and adding “d/2” to the upper class limit, where

“d” is the difference between the upper limit of a

class and the lower limit of the following class.

The above classification wrt ETL may be

presented in the form given in Table 8.6.

Thus, the constructed class limits are known

as lower class boundary (3.5, 6.5, . . .,24.5) and
upper class boundary (6.5, 9.5, . . ., 27.5), respec-

tively, in case of continuous distribution. The

class width or the class interval is equal to the

difference between the upper class boundary and

the lower class boundary of the class interval.

Table 8.4 Determination of the no. of classes according to

the twomethods of classification for example data 8.1 and 8.2

Formula

Example 8.1 Example 8.2

N Class N Class

Yule 130 8.44 ¼ 8 100 7.91 ¼ 8

Struge 130 8.02 ¼ 8 100 7.64 ¼ 8

Table 8.5 Inclusive and exclusive method of classifica-

tion of data

Inclusive method Exclusive methoda

ETL Classes Frequency Yield classes Frequency

4–6 10 10–20 16

7–9 22 20–30 54

10–12 18 30–40 14

13–15 13 40–50 11

16–18 17 50–60 10

19–21 10 60–70 10

22–24 7 70–80 8

25–27 3 80–90 7

aUpper limits are not included in a particular class

Table 8.6 Making continuous classes fromdiscrete classes

ETL classes

Discrete Continuous Frequency

4–6 3.5–6.5 10

7–9 6.5–9.5 22

10–12 9.5–12.5 18

13–15 12.5–15.5 13

16–18 15.5–18.5 17

19–21 18.5–21.5 10

22–24 21.5–24.5 7

25–27 24.5–27.5 3
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Mid Value: Mid value of a class is the average of

the lower limit/boundary and the upper limit/

boundary. Mid values are generally taken as

representatives of different classes. In Table 8.1,

the mid values for different classes are 15, 25,

35,. . ., etc.

Frequency Density: As we know it, “density” is

mass per unit volume, that is, d ¼ m/v gm/cc

where m in gram is the mass for a “v” (cc) of a

matter. Similarly, frequency density is the fre-

quency of a particular class per unit of class

width. In Table 8.2, the frequency density of the

class 3.5–6.5 is 10/3 ¼ 3.333. Similarly, for

class 6.5–9.5 is 22/3 ¼ 7.33. Frequency density

indicates the concentration of observations in

different classes of a frequency distribution

table per unit of class width.

Relative Frequency: Relative frequency is

defined as the proportion of observation in a par-

ticular class to a total number of observations.

Thus, in Table 8.2, the relative frequency of the

class 3.5–6.5 is 10/100 ¼ 0.10. Sometimes, the

relative frequency is expressed in percentage also.

Cumulative Frequency: Cumulative frequency of

a class is defined as the number of observations up

to a particular class (less than type) or above a

particular class (greater than type). In our previ-

ous example, if we take the class 12.5–15.5, then

the cumulative frequency (lesser than type) for the

class is 63. This means that there are 63 varieties

of rice which have less than 15.5 number of ETL

per hill. Similarly, the cumulative frequency

(greater than type) for the same class is 50. That

means the number of varieties having 12.5 or

more than 12.5 number of ETL per hill is 39.

Cumulative frequency gives an instant idea

about the distribution of frequencies among the

classes and the cutoff points (Tables 8.7 and 8.8).

8.1.4 Presentation of Information

Edited/scrutinized data can either be used for the

application of statistical methodologies and/or

presented in a suitable form to present and con-

cise the information from the recorded data. In

the following sections, discussion has been made

Table 8.7 Frequency distribution table of yield (q/ha) in 130 paddy varieties

Yield classes Frequency (fi)
Mid

value (xi)
Cumulative

frequency (CF<)

Cumulative

frequency (CF�)

Relative

frequency

Frequency

density

10–20 16 15 16 130 0.123077 5.33

20–30 54 25 70 114 0.415385 18.00

30–40 14 35 84 60 0.107692 4.67

40–50 11 45 95 46 0.084615 3.67

50–60 10 55 105 35 0.076923 3.33

60–70 10 65 115 25 0.076923 3.33

70–80 8 75 123 15 0.061538 2.67

80–90 7 85 130 7 0.053846 2.33

Table 8.8 Frequency distribution table of effective tillers per hill (ETL) in 100 paddy varieties

ETL discrete

classes

ETL continuous

classes

Frequency

(fi)
Mid

value (xi)
Cumulative

frequency (CF<)

Cumulative

frequency (CF�)

Relative

frequency

Frequency

density

4–6 3.5–6.5 10 5 10 100 0.10 3.33

7–9 6.5–9.5 22 8 32 90 0.22 7.33

10–12 9.5–12.5 18 11 50 68 0.18 6.00

13–15 12.5–15.5 13 14 63 50 0.13 4.33

16–18 15.5–18.5 17 17 80 37 0.17 5.67

19–21 18.5–21.5 10 20 90 20 0.10 3.33

22–24 21.5–24.5 7 23 97 10 0.07 2.33

25–27 24.5–27.5 3 26 100 3 0.03 1.00
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on different forms of data presentation so that

some of the critical observations (without going

for in-depth analysis) can be extracted meaning-

fully from the data as such.

Different forms of presentation of data are:

(1) Textual form, (2) Tabular form, (3) Dia-

grammatic form

1. Textual Form: In a textual form of data pre-

sentation, information is presented in a form

of a paragraph. In many of the research papers

or articles, while discussing the findings of the

research outcome, this method is adopted for

explanation.

2. Tabular Form: It is the most widely used form

of data presentation. A large number of data

can be presented in a very efficient manner in

a table. At the same time, it can bring out

some of the essential features of the data.

Frequency distribution tables presented in

previous section are the example of efficient

use of tables to present data. A table consists

of the following parts: (1) title, (2) stub,

(3) caption, (4) body, and (5) footnote.

Title: The title of a table gives a brief descrip-
tion of the content or the subject matter pre-

sented in a table. Generally, the title is written

in short and concise form such that it becomes

easily visible and eye-catching at a glance and

through light to the content of the table.

Title :

Foot Note :

stub …………….Caption ...............................

Fig. : Different parts of a table

Stub: A table is divided into a number of

rows and columns. Stub is used to describe

the contents of the rows of a table. Different

classes represent the rows of the table, and

the heading “classes” at the top left corner of

the table is the stub. With the help of this stub,

one can extract the features of the rows in

a table.

Caption: Caption describes the content of each

and every column. Thus, “mid value,” “fre-

quency,” etc., are the captions for the different

columns in Tables 8.1 and 8.2.With the help of

the “mid value” or “frequency,” one can under-

stand how themid values or the frequencies are

changing over different classes (stub).

Body: Relevant information is given in the

body of a table.

Footnote: Footnotes are not compulsory but

may be used to indicate the source of informa-

tion or a special notation (if) used in the table.

Though a tabular form is more appealing than

a textual form of presentation, it is only appli-

cable to literate and educated persons.

3. Diagrammatic Form: Keeping in mind the

variety of users, this form of representation

is more convincing and appealing than the

other forms of data presentation. This form

of presentation is easily understood by any

person, layman as well as an educated person.

Different diagrammatic forms of presentation

are (a) line diagram, (b) bar diagram, (c)

histogram, (d) frequency polygon, (e) cumula-

tive frequency curve or Ogive, (f) pie charts,
(g) pictorial diagrams, (h) maps, etc.; within

each type, there may be variant types.
In the following section, taking the yield data,

different forms of diagrammatic presentation as

obtained by using MS Excel are presented below.

(a) A frequency line for discrete as well as for

continuous distributions can be represented

graphically by drawing ordinates equal to the

frequency on a convenient scale at different

values of the variable, X. For the example of

yield, we shall have different yield classes on

the horizontal X-axis and frequencies on the

vertical Y-axis as shown in Fig. 8.1.
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(b) Bar diagram: Instead of drawing a line join-

ing the class frequencies, one represents

the frequencies in the form of bars. In bar

diagrams, equal bases on a horizontal

(or vertical) line are selected, and rectangles

are constructed with length proportional to

the given frequencies on a suitably chosen

scale. The bars should be drawn at equal

distances from one another (Fig. 8.2).

A more complicated form of bar diagrams is

the clustered column/bar, stacked column

and bar, and 100% stacked column/bar dia-

gram. In clustered bar diagrams, values of

the same item for different categories are

compared. While in a stacked column,

the proportions of the values across the

categories are shown. In 100% stacked bar,

a comparison of each category is made in

such a way to make the following example.

With the help of educational status data of

five different blocks, let us demonstrate these

graphs in Table 8.9, Figs. 8.3 and 8.4.

(c) Histogram: Histogram is almost similar to

that of a bar diagram for discrete data; the

only thing is that the reflection of nonexistence

of any gap between two consecutive classes is

also reflected by leaving no gap between two

consecutive bars. Continuous grouped data are

usually represented graphically by a histo-

gram. The rectangles are drawn with bases

corresponding to the true class intervals and

with heights proportional to the frequencies.

With all the class intervals equal, the areas of a

rectangle also represent the corresponding

frequencies. If the class intervals are not all

equal, then the heights are to be suitably

adjusted to make the area proportional to the

frequencies (Fig. 8.5).

(d) Frequency Polygon: If the midpoints of the

top of the bars in histogram are joined by

straight lines, then a frequency polygon is

Table 8.9 Educational status data (%) of five different

blocks

Block Illiterate School Graduation

Post

graduation

Block1 23.7 34.6 18.0 23.7

Block2 13.2 42.2 23.8 20.8

Block3 18.0 33.0 30.0 19.0

Block4 19.3 14.0 34.0 32.7

Block5 26.5 29.5 24.0 20.0

Fig. 8.1 Line diagram

Fig. 8.2 Rice yield data

and its corresponding bar

diagram
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obtained. To complete the polygon, it is cus-

tomary to join the extreme points at each end

of the frequency polygon to the midpoints of

the next higher and lower class intervals on a

horizontal line (class axis here). For the pur-

pose, generally two hypothetical classes, one

before the lowest actual class and another at

the last of the highest actual class, are added

with zero observation in both cases so that

the frequency line diagram completes a

bounded area with horizontal X-axis as

shown below (Fig. 8.6):

(e) Pie Chart: The basic idea behind the forma-

tion of a pie diagram is to take the whole

frequencies in 100% and present it in a circle

with 360� angle at the center. In the fre-

quency distribution table, ordinary frequency

or relative frequency can effectively be used

Fig. 8.3 Stacked bar

diagram of educational

status of five blocks

Fig. 8.4 Clustered bar

diagram of educational

status of five blocks

Fig. 8.5 Yield frequency

histogram of 130 varieties

of paddy
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in the form of a pie diagram. Thus, for exam-

ple, the yield data following a pie chart is

prepared with class frequencies (Fig. 8.7).

The advantage of pie diagram is that differ-

ent characteristics measured in different units

and or under different situations can be

compared with the help of this diagram.

Moreover, along with other diagrammatic

data presentation, this method is also appeal-

ing to both illiterate and educated persons.

Taking the example of an expenditure

pattern of two groups of people, pie diagram

could be used for comparison (Table 8.10

and Fig. 8.8).

(f) Cumulative Frequency Curve (Ogive):

Partitioning the whole data set can very
well be made with the help of a cumulative

frequency graph, also known as OGIVE. It is

of two different types, that is, “less than type”

and “more than equal to type.” For “less than

type,” one plots the points with the upper

boundaries of the classes as abscissa and the

corresponding cumulative frequency as

ordinates. The points are joined by a freehand

smooth curve. For “more than equal to type”

one plots the points with the lower

boundaries of the classes as abscissas and

the corresponding cumulative frequencies as

ordinates. Then, the points are joined by a

freehand smooth curve (Fig. 8.9).

Fig. 8.6 Yield frequency

polygon and histogram of

130 varieties of paddy

Fig. 8.7 Pie diagram of

yield frequency for 130

varieties of paddy

Table 8.10 Expenditure pattern of two groups of people

Expenditure (Rs) Group-1 Group-2

Food 1,800 1,600

Housing 6,500 4,500

Clothing 4,000 3,400

Education 1,250 1,650

Medical 800 500

Others 650 350

Total 15,000 12,000
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Fig. 8.8 Pie diagram showing the expenditure pattern of two groups of people

Fig. 8.9 Different forms of cumulative frequency graphs (Ogives)
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(g) Pictorial Diagram: To make the information

lively and easy to understand by any user,

sometimes information is presented in picto-

rial forms. Instead of a bar diagram or line

diagram or pie chart, one can use pictures in

the diagrams. Let us take the example of the

no. of particular insects per hill of 100 varieties

of paddy; the frequencies can be represented

with suitably scaled figure. If we assume that

each insect represents four similar insects,

then the frequency distribution can be

represented in the following forms (Fig. 8.10):

This type of pictorial representation is easy to

understand even by the layman and is more

eye-catching. But the problem with this type

of representation is that if the number of

figures does not exactly match with the fre-

quency, then some of the drawings are to be

kept incomplete like classes 4–7 and 10–13.

(h) Maps: Statistical maps are generally used to

represent the distribution of particular

parameters like a forest area in a country,

paddy-producing zone, different mines

located at different places in a country, rain-

fall pattern, population density, etc. The map

shown in Fig. 8.11 gives the rainfall distribu-

tion during 1-6-12 to 25-7-12 for the whole

of India. The essence of a pictorial diagram

or map lies in their acceptability to a wide

range of users including the illiterate people.

This type of data representation is easily

conceived by any person, but utmost care

should be taken to make the statistical map

true to the sense and scale, etc.

It should clearly be noted that all types of

presentation are not suitable for all types of

data, at all situations, and to all users. The appro-

priate type of presentation is to be decided on the

basis of the type of information, the objective of

the presentation, and the person concerned for

whom the presentation is basically meant.

8.2 Analysis of Data

Once after the processing and data presentation,

it is now imperative for a researcher to explain

and describe the nature of the research in a

deeper sense. In the first attempt, the researcher

tries to explain/describe the nature of the infor-

mation through measures of central tendency,

measures of dispersion, measures of asymmetry,

etc., taking one variable at a time—known as

univariate analysis. In his/her next endeavor,

he/she tries to find out the association among

the variables—which are coming under either

bivariate (taking two variables at a time) or

multivariate analysis (taking more than two

variables at a time). Once after completion of

the description (through univariate/bivariate/

Class Frequency Pictures

3.5  - 6.5 12

6.5  - 9.5 21

9.5  -12.5 18

12.5-15.5 13

15.5-18.5 16

18.5-21.5 11

21.5-24.5 9

Fig. 8.10 Pictorial

presentation of a frequency

distribution of the no. of

insect per hill
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Fig. 8.11 Pictorial presentation of rainfall distribution in India (Source: India meteorological department; http://www.

google.com.in, accessed on 18-8-12)
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multivariate analysis), the researcher tries to

infer or draw conclusion about the population

characteristics from the sample behaviors studied

so far through inferential statistics. In the

following few sections, we shall discuss the

descriptive statistics up to bivariate levels.

Multivariate and inferential statistics will be

taken up in the subsequent chapters.

In an attempt to summarize the information/

data, a researcher is always in search of certain

value(s) that can represent a set of information

given in a big table or otherwise. Thus, we

are always in search of such a measure, which

can describe the inherent characteristics of a

given set of information. Generally, a researcher

is in search of the two types of measures, one to

find out the central value around which the

observations are supposed to lie and another

measure for the spread/dispersion/scatteredness

of the observations.

8.2.1 Measures of Central Tendency
and Locations

Given a set of data, we are in search of a

typical value below and above which the

observations tend to cluster around. Thus, the

tendency of the observations to cluster around

a central value is known as central tendency.

Sometimes, researchers want to have an idea

about specific locations below and above which

there is a certain percentage of population.

For example, one may be interested in knowing

the 50th percentile value, that is, the value below

and above which there are half the population,

or the 3rd quartile value, that is, the value below

which there are 75% of the population and so on.

That means we are in search of certain locational

values.

According to Yule, a good measure should

have the following characteristics:

(a) It should be defined rigidly without any

ambiguity

(b) It should be based on all observations

(c) It should be easy to calculate

(d) It should be easy to understand

(e) It should be readily acceptable to mathemati-

cal treatments

(f) It should be the least influenced by sampling

fluctuations

The Different Measures of Central Tendency
Are:

(a) Mean

(b) Median

(c) Mode

(d) Midpoint average, etc.

Analysis of data

Descriptive Statistics Inferential Statistics

Estimation

Univariate Bivariate Multivariate Parametric

Interval estimation Nonparametric

Central tendency Simple Correlation Multiple correlation
Dispersion Simple Regression Partial Correlation
Asymmetry Association of Attributes Multiple Regression
Index No Two way ANOVA etc. Path analysis
Time series Multiple Discriminant Analysis
One way ANOVA etc. Canonical Analysis

Factor analysis/ Cluster analysis etc.

Point estimation

Testing of Hypothesis
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8.2.1.1 Mean
Means are of three different types: arithmetic

mean, geometric mean, and harmonic mean.

Arithmetic Mean

The arithmetic mean of a set of observations is

their sum divided by a number of observations

and is denoted by �x or μ, that is,

�x ¼ μ ¼
Pn
i¼1

xi

n

where x1; x2; . . . ; xn are the values of the first,

second, third,. . ., nth observation.

The arithmetic mean for grouped/classified

data is given by x ¼
Pn

i¼1
fixiPn

i¼1
f
;
Pn

i¼1 fi ¼ N
� �

,

where xi’s and fi’s are the mid values and the

frequencies of the ith (i ¼ 1, 2, 3, . . ., n) class.

Properties of Arithmetic Mean

1. It is readily defined.

2. It is easy to calculate.

3. It is easy to understand.

4. It is based on all observations.

5. It is readily acceptable for mathematical

treatments.

6. The arithmetic mean of the “n” number of

constants (say x ¼ A) is also the constant.

7. Arithmetic mean depends on the transforma-

tion of data. If Y ¼ a + b X be the transfor-

mation of X data to Y; where a and b are

constants and x is the arithmetic mean of the

variable X, then �Y ¼ aþ b�x:
Let us suppose that variable X has an arithme-

tic mean of 57 and that this variable is related

with another variable Y as Y ¼ 15 + 2.5X.
The arithmetic mean of Y then would be

(15 + 2.5 � 57)¼157.5

8. The overall mean of “k” number of arithmetic

means from “k” number of samples with

observations n1, n2, n3,. . ., nk and the arithme-

tic means �x1; �x2; �x3; . . . ; �xk are the weighted

average of the arithmetic means. Thus, for

�x ¼
Pk
i¼1

ni�xi

Pk
i¼1

ni

:

Example 8.3. The following table gives the

number of students and their average height

(cm.) of the four different classes of under-

graduate courses along with their respective

means. Find the overall average age of the

undergraduate students.

The overall average age of the undergraduate

students are given by

�x ¼
Pk
i¼1

ni�xi

Pk
i¼1

ni

; here k ¼ 4;

so �x ¼ ½135� 166þ 132� 175þ 140 � 188

þ 135� 190�=542 ¼ 179:85 cm:

9. Arithmetic mean cannot be worked out

simply by an inspection of data.

10. Arithmetic mean is highly affected by the

missing observations or a few large or small

observations.

11. Arithmetic mean sometimes seems to be

misleading, particularly in the presence of

an outlier.

12. AM cannot be calculated if any of the obser-

vation is missing.

13. AM cannot be used for open-ended classes

because in that case, it is difficult to get the

mid value of the class.

Geometric Mean

The geometric mean of a set of “n” observations

is defined as the nth root of the product of all

observations.

Let x1, x2, . . ., xn be the “n” number of

observations of variable “X”; the geometric

mean then is given by

Samples 1 2 3 4 5 . . . k

No. of observations n1 n2 n3 n4 n5 . . . nk
AM �x1 �x2 �x3 �x4 �x5 . . . �xn

Class

1st

year

2nd

year

3rd

year

4th

year

No. of students 135 132 140 135

Average height in cm. 166 175 188 190

90 8 Processing and Analysis of Data



www.manaraa.com

Xg ¼ ðx1:x2 . . . xnÞ1=n ¼
Y

xi

� �1=n
Taking logarithm of both the sides, we have

logðXgÞ ¼ 1

n
log

Y
xi

� �
¼ 1

n
: log x1 þ log x2 þ . . .þ log xn½ �

¼ 1

n

Xn
i¼1

logxi ¼ AðsayÞ

so, Xg ¼ Antilogðlog xgÞ ¼ AntilogðAÞ:
Thus, the logarithm of a geometric mean is the

arithmetic mean of logarithm of the observations.

For grouped/classified data on variable X hav-

ing x1, x2,. . . , xn as class mid values with the

respective frequencies of f1, f2, f3,. . ., fn, the

geometric mean is given by

Xg ¼ xf11 :x
f2
2 . . . xfnn

� �1=Pn
i¼1

fi ¼
Y

xi
fi

� �1=Pn
i¼1

fi
:

For grouped frequency data, xi is taken as the

mid value of the ith class.

With the help of a log conversion or scientific

calculator, one can easily find out the geometric

mean.

Example 8.4. Find the geometric mean of the

following observations: 20,24,28,32,36,40,44,

and 48.

Solution. There are eight numbers of

observations. If we denote the geometric mean

by G, then G ¼ (20 � 24 � 28 � 32 � 36 �
40 � 44 � 48)1/8 ¼ > Log(G) ¼ 1/8[Log(20) +

Log(24) + Log(28) + Log(32) + Log(36) + Log

(40) + Log(44) + Log(48)]

x Log(x)

20 1.3010

24 1.3802

28 1.4472

32 1.5051

36 1.5563

40 1.6021

44 1.6435

48 1.6812

Thus, log(G) ¼ 1/8 (12.1166) ¼ 1.5146

So, the antilog of log(G) ¼ G ¼ antilog

(1.5146) ¼ 32.7039. So the geometric mean of

the given numbers is 32.7039.

Example 8.5. Find the geometric mean from the

following frequency distribution.

Variable values 15 20 20 25 30

Frequency 3 4 3 4 6

Solution. This is a simple frequency dist-

ribution and we have the geometric mean

Xg ¼ xf11 :x
f2
2 . . . xfnn

� �1=Pn
i¼1

fi
. Taking the logarithm

of both sides, we have Log(xg)

1Pn
i¼1

fi

log
Yn
i¼1

x1
fi

 !
¼ 1

20
3 logð15Þ þ 4 logð20Þ þ 3 logð20Þ þ 4 logð25Þ þ 6 logð30Þ½ �

¼ 1

20
3� 1:1760þ 4� 1:3010þ 3� 1:3010þ 4� 1:3979þ 6� 1:4771Þ½ �

¼ 1

20
27:0892½ � ¼ 1:35446:

Xg ¼ Alog 1:35446ð Þ ¼ 22:618:

Thus, the geometric mean of the above simple

frequency distribution is 22.618.

Example 8.6. Find the geometric mean from the

following frequency distribution of the stem borer.
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Solution. From the given information, we make

the following table:

Xi Frequency(fi) Log (Xi) fi. Log (xi)

5 14 0.69897 9.78558

6 18 0.77815 14.0067

7 23 0.84509 19.4370

8 16 0.90309 14.4494

9 11 0.95424 10.4966

10 19 1 19.0000

11 4 1.04139 4.16556

Thus; logðGÞ ¼ 1Pn
i¼1

fi

f1
Xn
i¼1

logðxiÞ ¼ 91:340

105

¼ 0:869

G ¼ Alogð0:869Þ ¼ 7:396:

Properties
1. It is rigidly defined.

2. It is not so easy to calculate or understand the

physical significance.

3. It takes care of all observations.

4. Mathematical treatments are not as easy as in

the case of arithmetic mean.

If G1, G2, . . ., Gk are the geometric means of

the samples having n1, n2, . . ., nk numbers of

the observations, then the combined geomet-

ric mean is given by

G ¼ðGn1
1 :G

n2
2 . . .Gnk

k Þ
1=
Pk
i¼1

ni ¼
Yk
i¼1

G
1=
Pk
i¼1

ni

i

or log G ¼ 1P1
i¼1

ni

Xk
i¼1

ni log½Gi�:

5. If all observations are equal to a constant, say

A, then the geometric mean is also equal to A.
6. Geometric mean is not influenced very much

by the inclusions of a few large or small

observations unlike the arithmetic mean.

7. Geometric mean can’t be calculated if any of

the observation is zero.

8. GM is useful in the construction of index

numbers.

9. As GM gives greater weights to smaller items,

it is useful in economic and socioeconomic

data.

Harmonic Mean

The harmonic mean of a set of “n” observations

is the reciprocal of the arithmetic mean of the

reciprocals of the observations.

Let x1,x2, . . . , xn be the n number of

observations. So the arithmetic mean of the

reciprocals of the observations is

Pn
i¼1

1
xi

n . Hence,

the harmonic mean, HM ¼ nPn
i¼1

1
xi

.

For grouped data:
Let x1, x2,. . .,xn be the mid values of the “n”

number of classes with the respective frequencies

of f1, f2, f3,. . ., fn; then, the harmonic mean is

given by

Pn
i¼1 fiPn

i¼1 fi=xi
:

Example 8.7. Find the harmonic mean of the

following observations: 15,20,25,30,35,40,45,

and 50.

Solution. Here, the number of observations is 8.

So their harmonic mean is given by

HM ¼ nPn
i¼1

1

xi

¼ 8P8
i¼1

1

xi

¼ 8

1

15
þ 1

20
þ 1

25
þ 1

30
þ 1

35
þ 1

40
þ 1

45
þ 1

50

¼ 8

0:2857
¼ 28:00:

Example 8.8. Find the harmonic mean from the

following frequency distribution.

No of insect 4.5–5.5 5.5–6.5 6.5–7.5 7.5–8.5 9.5–10.5 10.5–11.5 11.5–12.5

Frequency 14 18 23 16 11 19 4
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HM ¼
Pn
i¼1

fi

Pn
i¼1

fi=xi

¼
P5
i¼1

fi

P5
i¼1

fi=xi

¼ 5þ 4þ 3þ 4þ 4
5
15
þ 4

20
þ 3

18
þ 4

12
þ 4

16

¼ 20

1:149
¼ 17:406:

Properties

1. It is rigidly defined.

2. It is easier to calculate than geometric mean.

3. It is easy to understand and calculate on the

basis of all observations.

4. The harmonic mean of the “n” number of

constants is the constant.

5. If any of the observation is zero, then the

harmonic mean cannot be defined.

Use of the Different Types of Means:
One has to be selective while choosing the type

of means to be used in different situations.

Arithmetic mean is widely used in most of the

situations where the data generally do not follow

any definite pattern. Geometric mean is generally

used in a series of observations, both discrete and

continuous data, where the values are changing

in geometric progression (observation changes

in a definite ratio). The average rate of deprecia-

tion, compound rate of interest, etc. are some

examples where geometric mean can effectively

be used. GM is useful in the construction of index

numbers. As GM gives greater weights to smaller

items, it is useful in economic and socioeco-

nomic data. The harmonic mean use is very

restricted though it has ample uses in practical

fields particularly under changing scenario.

Example 8.9. The price of petrol/diesel/kero-

sene oil changes frequently, particularly over

the growing seasons, and let us assume that a

farmer has a fixed amount of money on fuel

expenses for running pumps, etc., from his/her

monthly farm budget. So, the use of fuel is to be

organized in such a way that the above two

conditions are satisfied (the monthly expenditure

on fuel remains constant and the prices of fuel

changes over themonths); that is, the objective is to

get an average price of fuel per unit which suggests

the amount of average consumption of fuel.

Solution. Let the monthly expenditure on fuel

be Rs “F” and the prices of fuel of “K” for the

consecutive months be p1,p2,. . ., pk, respectively.

Then, average monthly consumption of fuel is

given by

¼ KF
F

p1
þ F

p2
þ � � � þ F

pK

¼ KF

F
1

p1
þ 1

p2
þ � � � þ 1

pK

� �

¼ KPK
i¼1

1 pi=

¼ Harmonic mean of price of fuel:

The relationship of Arithmetic Mean, Geo-

metric Mean, and Harmonic Mean:

Let x1, x2, x3,. . .,xn be the n positive values of

variable “X”; then, for arithmetic mean,

A ¼ 1
n

Pn
i¼1

xi, geometric mean, G ¼ Π
n

i¼1
xi

� �1=n

,

and harmonic mean, H ¼ nPn
i¼1

1
xi

; A � G � H.

Thus, for a given set of data which is meant to

be used must be decided based on the nature of

the data and its purpose of use.

Example 8.10. Four different blends of teas at

Rs 200, Rs 250, Rs 400, and Rs 150 per kilogram.

He/she then mixed these four types of teas that

are to be sold. What could be the minimum

selling price (per kilogram) of tea?

Solution. Let a shopkeeper spend Rs(X) for

each quality of tea; then, he has spent altogether

4x the amount of his/her money. In the process,

he/she has bought X/200, X/250, X/400, and

X/150 kg of tea, respectively, for four different

qualities of tea. So the average purchasing price

of tea is 4X/(X/200 + X/250 + X/400 + X/150);

this is nothing but the harmonic mean of the

individual prices. Thus, the average purchasing

price is

¼ 4= 1=200þ 1=250þ 1=400þ 1=150ð Þ
¼ 4= 0:005þ 0:004þ 0:0025þ 0:006ð Þ
¼ 4 =0:0175 ¼ 228:57 per kilogram of tea:
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To meet the other charges and to have some

profit by selling the same product, he/she should

sell the tea mixture at more than Rs 228.57 per

kilogram of tea.

8.2.1.2 Median
The median divides the whole set of data into two

equal halves; below and above the median, there

are equal numbers of observations. Themedian of a

set of observations is defined as the value of the

middle-most observationwhen the observations are

arranged either in ascending or descending order.

Median

¼

nþ 1

2
th observation when n is odd

1

2

n

2
th observationþ n

2
þ 1

� �
th observation

h i
when n is even:

8>>>>><
>>>>>:
Of course, at first, the observations should be

arranged in increasing or decreasing order. Then,

the median value is to be worked out.

For grouped data, the median is calculated as

Me ¼ xl þ N=2� Fme� 1

fme
:CI;

where xl is the lower class boundary of the

median class,

N is the total frequency, Fme�1 is the cumula-

tive frequency (less than type) of the class pre-

ceding the median class, fme is the frequency of

the median class, and CI is the width of the

median class.

Steps in Calculating the Median:

1. Identify the median class, that is, the class

having the N/2th observation from the cumu-

lative frequency (less than the type) column.

2. Identify the lower class boundary (xl), the

class width (CI), and the frequency (fme)

values of the median class.

3. Identify the cumulative frequency (less than

the type ) of the class preceding the median

class (Fme�1).

4. Use the above values in the formula for

median.

5. Median will be having the same unit as that of

the variable.

Example 8.11. The number of insects per plant

for the 10 plants of a particular variety of rose

is given as follows: 17, 22, 21, 13, 29, 23, 15,

16, 25, 27. The objective is to find out the

median value of the variable number of insect

per plant.

Solution. Now if we arrange the data in ascend-

ing order, then it will become 13, 15, 16, 17, 21,

22, 23, 25, 27, and 29. The middle-most

observations are the 5th and 6th observations;

hence, the median value for the above data set

is 21.5, that is, (21 + 22)/2 ¼ 21.5.

Example 8.12. Find the median value of yield

(q/ha) from the following frequency table.

1. The total number of observation is 130; N/

2 ¼ 65.

2. The median class is 20–30.

3. The lower boundary (xl ) is 20, the class width

(CI) is 10, and the frequency (fme) is 54 of the

median class.

4. The cumulative frequency (less than the type)

of the class preceding the median class

(Fme�1) is 16.

So the median of the above frequency distri-

bution is

Me ¼ 20þ 65� 16

54
� 10 ¼ 29:074 q=ha:

Yield

classes

Frequency

(fi)
Mid

value (xi)
Cumulative

frequency (CF<)

10–20 16 15 16

20–30 54 25 70

30–40 14 35 84

40–50 11 45 95

50–60 10 55 105

60–70 10 65 115

70–80 8 75 123

80–90 7 85 130
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Alternatively, the approximate median value

can also be worked out from the intersection

point of the two cumulative frequency (less

than and more than that type) curves.

Properties of Median:

1. Median is easy to calculate and understand.

2. For its calculation, it does not require to have

all observations.

3. For qualitative data also, median can be

worked out.

4. Median cannot be put under mathematical

treatments like AM and GM.

5. Arrangements of data are necessary for the

calculation of median.

Uses of Median: Median is a useful measure for

both quantitative and qualitative characters.

Using the measure in agriculture, socioeconomic

and other field researchers divide the whole pop-

ulation into parts for any subsequent action-

oriented research program.

Percentiles, Deciles, and Quartiles (Partition

Values):

By modifying the formula for median, different

percentiles/deciles/quartiles can very well be

worked out to divide the whole population into

as many groups as one would like to have. Just

by substituting N/2 in the median formula by

“Np/100,” “Nd/10,” or “Nq/4” and the corres-

ponding cumulative frequencies (less than the

type), where “p,” “d,” and “q” denote the pth

percentile, dth decile, and qth quartile, respec-

tively, one can get different percentile/decile/

quartile values.

Thus, the formula for some percentiles,

deciles, or quartiles is as follows:

50th percentile or P50

¼ xl þ
50N=100� Fp

50�1

fp50
:CI ¼ Median

where xl is the lower class boundary of the 40th

percentile class,

N is the total frequency, Fp
50�1

is the cumula-

tive frequency (less than the type) of the class

preceding the 50th percentile class, fp50 is the

frequency of the 50th percentile class, and CI is

the width of the 40th percentile class.

8th decile or D8 ¼ xl þ 8N=10� Fd8�1

fd8
:CI

where xl is the lower class boundary of the 8th

decile class,

N is the total frequency, Fd8�1
is the cumula-

tive frequency (less than the type) of the class

preceding the 8th decile class, fd8 is the frequency

of the 8th decile class, and CI is the width of the

8th decile class.

3rd quartile or Q3 ¼ xl þ 3N=4� Fq3�1

fq3
:CI

where xl is the lower boundary of the 3rd quartile
class,

n is the total frequency, Fq3�1 is the cumula-

tive frequency, (less than the type) of the class

preceding the 3rd quartile class, fq3 is the fre-

quency of the 3rd quartile class, and CI is the

width of the 3rd quartile class.

Example 8.13. Find the P50, D8, and Q3 values of

yield (q/ha) from the following frequency table.

Yield

classes

Frequency

(fi)
Mid

value (xi)
Cumulative

frequency (CF<)

10–20 16 15 16

20–30 54 25 70

30–40 14 35 84

40–50 11 45 95

50–60 10 55 105

60–70 10 65 115

70–80 8 75 123

80–90 7 85 130

P50 ¼ xl þ 50N=100� Fp50�1

fp50
:CI

¼ 20þ 50:130=100� 16

54
� 10 ¼ 29:074

D8 ¼ xl þ 8N=10� Fd8�1

fd8
:CI

¼ 50þ 8� 130=10� 95

10
� 10 ¼ 59
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Q3 ¼ xl þ 3N=4� Fq3�1

fq3
:CI

¼ 50þ 3� 130=4� 95

10
� 10 ¼ 52:5

Thus, from the above results, one can find that

50% (P50) plants have 29.074 q/ha or less yield,

75% (Q3) plants have 52.5 q/ha or less yield,

and 80% (D8) plants 59 q/ha or less yield.

8.2.1.3 Mode
The mode of a variable is defined as the value of

the observation having a maximum frequency.

Example 8.14. The number of accidents per day

on a specific road is given below:

15, 8, 7, 15, 10, 12, 13, 9, 10, 15, 8, 9, 10,

13,9,12, 10, 8, 10, and 7. Find the mode of the

number of accidents per day.

No. accidents per day 7 8 9 10 12 13 15

Frequency 2 3 3 5 2 2 3

From the above arrangement, it is found that

the maximum frequency is for the 10 accidents

per day. Hence, the mode is 10.

From a grouped/classified frequency distribu-

tion, the mode cannot be worked out as above.

The mode from a grouped frequency distribution

is calculated with the help of the following

formula:

Mo ¼ xl þ fmo � fmo�1

fmo � fmo�1ð Þ þ fmo � fmoþ1ð Þ :CI;

where xl is the lower class boundary of the modal

class,

fme�1 is the frequency of the class preceding the

modal class,

fmo is frequency of the modal class,

fme+1 is the frequency of the class following the

modal class, and

CI is the width of the modal class.

Steps in Calculating the Mode:

1. Identify the modal class, that is, the class

having the maximum observation from the

frequency column.

2. Identify the lower class boundary (xl), the

class width (CI), and the frequency (fmo)

values of the modal class.

3. Identify the frequency of the class preceding

the modal class (fm�1) and also the frequency

of the class following the modal class (fm+1).
4. Use the above values in the formula for mode.

5. Mode will be having the same unit as that of

the variable.

Example 8.15. Find the P50, D8, and Q3 values

of yield (q/ha) from the following frequency

table.

Yield

classes

Frequency

(fi)
Mid value

(xi)
Cumulative

frequency (CF<)

10–20 16 15 16

20–30 54 25 70

30–40 14 35 84

40–50 11 45 95

50–60 10 55 105

60–70 10 65 115

70–80 8 75 123

80–90 7 85 130

1. The total number of observation is 130.

2. The modal class is 20–30.

3. The lower class boundary (xl) is 20, the class
width (CI) is 10, and the frequency (fm) is 54

of the modal class.

4. The frequency of the class preceding the

modal class (fm�1) is 16 and the frequency

of the class following the modal class (fm+1)

is 14.

So the mode of the above frequency distribu-

tion is

Mo ¼ 20þ 54� 16

ð54� 16Þ þ ð54� 14Þ � 10

¼ 24:87 q=ha:
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Properties of Mode:

(a) Mode is easy to calculate and understand.

(b) For its calculation, it does not require to have

all observations.

(c) Mode cannot be put under mathematical

treatments like AM and GM.

(d) It is least affected by the presence of extreme

values.

(e) A distribution may have one or more (when

two or more values have same frequency)

modes. If a distribution has more than two

modes, it is said to be a multimodal

distribution.

Uses of Mode: Mode is of little use unless the

number of observations is very high. Mode can

best be used in case of qualitative characters like

a race of people, awareness pattern of people of

certain locality, and types of crop or cropping

pattern grown in a particular locality.

8.2.1.4 Midpoint Range
Midpoint range is simply the arithmetic mean of

the lowest and highest value of a given set of

data. If L and U are the lowest and highest values

of a given set of data, respectively, the midpoint

range (MDr) is (L + U)/2. As such, it is devoid of
the many good properties of average mentioned

in this section for different averages. It takes care

of only the two extreme values and as such

affected by these values. Even then it can provide

some sort of information about the data.

Selection of Proper Measure of Central Tendency:

All the measures of central tendency cannot be

used everywhere. The selection of appropriate

measure should be based on merits and demerits

of the measures of central tendency. Qualitative

data can be measured through median and mode,

but these two measures are not based on all

observations. Among the three means, the AM�
GM � HM, the AM suffers from extreme value

while the GM is suitable for data which changes

in definite ratio or rate. Thus, the nature of data

and the objective of the study along with the

characteristics of the measures are the major

point of consideration during the selection of

appropriate measure of central tendency.

8.2.2 Measures of Dispersion,
Skewness, and Kurtosis

The essence of analysis of research data is to

unearth the otherwise hidden truth from a set of

data. In this direction, if the measures of central

tendency be the search for a value around which

the observations have the tendency to center

around, then dispersion is a search for a spread

of the observations within a given data set. Thus,

if central tendency is the thesis, then dispersion is

the antithesis. The tendency of the observations

of any variable to remain scattered/dispersed

from a central value or any other value is

known as dispersion of the variable. A researcher

must have good knowledge about the central

tendency and the dispersion of the research data

he/she is handling to discover the truth that had

remained hidden so long. This is more essential

because neither the measure of central tendency

nor the measure of dispersion in isolation can

reveal the nature of the information.

Let us take the following example:

Example 8.16. To measure the innovation index,

ten persons from each of the society were stud-

ied, and the following table gives the indices

individually.

From the above, one can have the arithmetic

means, �X1 ¼ (15 + 16.5 + � � � + 14)/10 ¼ 7 and
�X2 ¼ (10.50 + 21.50 + � � � + 10.50)/10¼ 17. Thus,

the central tendency measured in terms of arith-

metic mean for innovation index for the above

two societies is same. But a critical examination

Innovation index

Society 1 15.00 16.50 16.00 18.00 17.00 18.50 19.00 18.50 17.50 14.00

Society 2 10.50 21.50 22.50 9.00 24.50 11.50 23.00 20.00 17.00 10.50
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of the data reveals that in society 1, the innovation

remains in between 14 and 19; on the other hand,

in society 2 it remains between 9 and 24.5. Thus,

the innovation indices are more dispersed in soci-

ety 2 than in society 1, in spite of having the same

average performance for both the societies. Thus,

from the above results, two conclusions can be

drawn: (a) the maximum innovation potentiality

and innovation variability of society 1 is less than

in society 2 and (b) given a better attention, people

in society 2 can be better innovative by attaining

its full potentiality.

Measures of Dispersion: Like the measures of

central tendency, there is a need to have measures

for dispersion also. In fact, different measures of

dispersions are available in the theory of statistics.

Before going into the details on the discussion of

the different measures of dispersion, let us try to

examine the characteristics of a good measure of

dispersion. There should not be any ambiguity in

defining a measure; it should be clear and rigid in

definition. Unless a measure is convincing, that is,

easily understood and applicable by the user, it is

of least importance. For further application of a

measure, it should be put easily under mathemati-

cal treatments. In order to reflect the true nature of

the data, a good measure should try to take care of

all the observations, and it should lay equal impor-

tance to each and every observation without being

affected by the extreme values.

8.2.2.1 Absolute Measures of Dispersion
The absolute measures of dispersion have the

units according to those of variables, but relative

measures are pure number; as such are unit-free

measures. Thus, unit-free measures can be used

to compare distributions of different variables

measured in different units.

(a) Range: A range of a set of observations is the

difference between the maximum value and

the minimum value of a set of data. Thus,

Rx ¼ Xmax–Xmin is the range of variable “X”
for a given set of observations. In the above

example, the ranges for two societies are

19�14 ¼ 5 and 24.5�9 ¼ 15.5, respec-

tively, for society 1 and society 2.

Uses of Range: Range can be used in any

type of continuous or discrete variables.

Range has its uses in the field of stock market

(daily variation), in meteorological forecast-

ing, in statistical quality control, etc.

Advantages and Disadvantages of Range:
1. Range is rigidly defined and can be calcu-

lated easily.

2. Though range is not based on all the

observations, it cannot be worked out if

there are missing values.

3. Range is very much affected by sampling

fluctuations.

In spite of all these drawbacks, range is

being used in many occasions only because

of its simplicity and of having a first-hand

information on the variation of the data.

(b) Mean Deviation: The mean deviation of var-

iable “X” (x1, x2, x3,� � �, xn) about any arbi-

trary point “A” is defined as the mean of the

absolute deviation of the different values of

the variable from the arbitrary point “A” and

is denoted as MDA ¼ 1
n

Pn
i¼1

Xi � A, 1Pn

i¼1
fi
�Pn

i¼1 fi Xi � Aj j for grouped data.

Similarly, instead of taking the deviation

from the arbitrary point “A,” one can take the

deviation from the arithmetic mean, median,

or mode also. Actually, the mean deviation of

variable “X” is defined as the mean of the

absolute deviation of different values of the

Measures of dispersion

Absolute measure Relative measures
a) Range
b) Mean deviation
c) Quartile deviation
d) Standard deviation
e) Moments

a) Coefficient of quartile deviation
b) Coefficient mean deviation
c) Coefficient of variation
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variable from the arithmetic mean �X of the

variable and is denoted asMD ¼ 1
n

Pn
i¼1

Xi � �X,

1Pn

i¼1
fi

Pn
i¼1 fi Xi � �Xj j for grouped data.

Similarly, the mean deviation from median is

denoted as MDMe ¼ 1
n

Pn
i¼1

Xi �Me,
1Pn
i¼1 fiPn

i¼1 fi Xi �Mej j for grouped data, and

mean deviation from mode is MDMo ¼
1

n

Xn
i¼1

Xi �Mo,
1Pn
i¼1 fi

Xn

i¼1
fi Xi �Moj j

for grouped data

For a grouped frequency distribution, xi is
taken as the mid value of the ith class.

(c) Quartile Deviation: Quartile deviation is

defined as half of the difference between the

3rd and 1st quartile values QD ¼ Q3�Q1

2
; that

is why, it is also called as semi–inter-quartile

range.

(d) Standard Deviation: Standard deviation is

defined as the positive square root of the

arithmetic mean of the square of the

deviations of the observations from arith-

metic mean and is written as σX ¼

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n

Pn
i¼1

Xi� �Xð Þ2
s

for raw data and σX ¼

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1Pn

i¼1
fi

Pn
i¼1

fiðXi � �XÞ2
s

for grouped data,

where xi (i¼1, 2, 3, . . ., n) are the mid values

of the respective classes with the frequency

of fi (i ¼ 1, 2, 3, . . ., n) and �X is the mean of

the variable X. The squared quantity of the

standard deviation is known as the variance

of the variable.

Thus, variance is the mean squared deviation

from the mean for a given set of data and is

written as

σ2X ¼ 1

n

Xn
i¼1

ðXi� �XÞ2

¼ 1

n

Xn
i¼1

Xi2 � �X
2
for raw data and

σ2X ¼ 1Pn
i¼1

fi

Xn
i¼1

fiðXi � �XÞ2

¼ 1Pn
i¼1

fi

Xn
i¼1

fiXi
2 � �X

2

for grouped=classified data:

Properties of Variance:

1. Variance is rigidly and clearly defined.

2. Variance has the range between 0 to 1;

when all the observations are equal (i.e.,

the variable remains no longer a variable),

then variance/standard deviation is 0.

3. Variance is based on all observations.

4. Variance cannot be worked out for fre-

quency distribution with open-ended

classes.

5. Variance is amenable to mathematical

treatments.

6. Variance or standard deviation is least

affected by the sampling fluctuations.

7. Variance does not depend on the change

of origin but depends on the change of

scale. That means, two variables “X” and

“Y” are related in the form of Y ¼ a + bX,
where a and b are two constants known as

the change of origin and scale, respec-

tively; if the variance of “X” be σ2x then

the variance of “Y” would be b2σ2x

σ2y ¼
1Pn

i¼1

fi

Xn
i¼1

fi Yi � �Yð Þ2

¼ 1Pn
i¼1

fi

Xn
i¼1

fi aþ bXi � a� b �Xð Þ2

¼ 1Pn
i¼1

fi

Xn
i¼1

b2fi Xi � �Xð Þ2 ¼ b2σ2X:

Thus, the variance of Y depends only on

the change of scale, not on the change of

origin. Similarly, σy ¼ s:dðyÞ ¼ bj jσX ¼
bj js:d:ðxÞ:
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8. The combined variance of “k” number of

samples with n1, n2, n3, . . ., nk and �X1,
�X2, �X3,� � �, �Xk as number of observations

and means, respectively, is given by

σ2 ¼ 1Pk

i¼1
ni

Pk
i¼1 niσ

2
i þ

Pk
i¼1 nid

2
i

h i
,

where σ2i is the variance of the ith

sample with “ni” observations, and by

di ¼ xi � �X, where �X is the combined

mean of all the samples.

Example 8.17. The following data gives the gen-

eral features of plant height (ft) of maize plants

for two different samples. Find the composite

variance of the maize plants.

Solution. Combined mean height is given by
�X ¼ n1 �X1 þ n2 �X2½ �= n1 þ n2½ � ¼ 5:4, and com-

bined variance is given by σ2 ¼ 1P2

i¼1
niP2

i¼1 niσi
2 þP2

i¼1 nidi
2

h i
¼ 2:21: So one can

conclude that the average height and the com-

bined variance of the samples are 6.4 ft and

2.21 ft2, respectively.

Example 8.18. If the relation between two

variables is given as Y ¼ 25 + 4.5X and the

σ2X ¼ 4:2, then find the standard deviation of Y.

Solution. We know that σ2Y ¼ b2 σ2X, here

b ¼ 4.5, so σ2Y ¼ 4:5ð Þ2 � 4:2 ¼ 85:05:

Standard deviation σY ¼ þp
85:05ð Þ ¼ 9:22:

Thus, from the discussion of the above

measures of dispersion, one can find that the

standard deviation/variance follows almost all

the qualities of a good measure. As a result of

which, this is being extensively used as measure

of dispersion.

(e) Moments

The rth raw moment about an arbitrary point

“A” is the mean of the rth power of the

deviation of the observations from the point

“A” and is denoted as

μ0rðAÞ ¼
1

N

XN
i¼1

ðxi � AÞr

for raw data and for grouped data

μ0rðAÞ ¼
1Pn

i¼1

fi

Xn
i¼1

fiðxi � AÞr

where variate X takes the values xi (i ¼1,2,

3,4,. . .,N) for raw data and the mid value xi
(i ¼ 1,2,3,4,. . .,n) with respective frequency

of fi (i ¼ 1,2,3,. . .,n) for n classes/groups andPn
i¼1 fi ¼ N:

If we take A ¼ 0, then we get the moment

about the origin

υr ¼ 1Pn
i¼1

fi

Xn
i¼1

fix
r
i and putting A ¼ x; and

mr ¼ 1Pn
i¼1

fi

Xn
i¼1

fi xi � xð Þr;

the rth central moment:

It can be noted that

μ00ðAÞ ¼ υ0 ¼ m0 ¼ 1 and

υ1 ¼ �x; m1 ¼ 0, m2 ¼ σ2

If y ¼ (x�c)/d, then mr(x) ¼ dr mr(y), where

“c” and “d” are constants. Since xi ¼ c + dyi,
i ¼1,2,3,4,. . .,n, and x ¼ cþ dy; we have

mrðxÞ ¼ 1Pn
i¼1

fi

Xn
i¼1

fiðcþ dyi � c� d �YÞr

¼ 1Pn
i¼1

fi

Xn
i¼1

fid
rðyi � �YÞr ¼ drmrðyÞ

8.2.2.2 Relative Measures of Dispersion
Relative measures of dispersions are mainly

coefficients based on the absolute measures,

also known as coefficients of dispersion, are

unit-free measures, and are mostly ratios or

percentages.

1. Coefficient of dispersion based on range:

It is defined as Xmax�Xmin

XmaxþXmin
; Xmax and Xmin are

Characteristics Sample 1 Sample 2

Sample size 65 35

Mean height (ft) 5.34 5.49

Sample variance (ft2) 3.89 2.25
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the maximum and minimum values of

variable “X.”
2. Coefficient of dispersion based on quartile

deviation: It is defined as
Q3�Q1

2
Q3þQ1

2

¼ Q3�Q1

Q3þQ1

3. Coefficient of dispersion based on mean

deviation from mean / median / mode / arbi-

trary point: This measure is given by
MD mean=median=mode etc:

Mean=Median=Mode

4. Coefficient of dispersion based on standard

deviation: It is defined as σX
�X
, where σX and

�X are the standard deviation and arithmetic

mean of variable “X,” respectively. The

more widely used and customary coefficient

of dispersion based on standard deviation is

the “coefficient of variation (CV)” σX
�X
� 100:

8.2.2.3 Skewness and Kurtosis
Neither the measure of central tendency nor the

measure of dispersion alone is sufficient to

extract the inherent characteristics of a given set

of data. We need to combine both these measures

together. We can come across with a situation

where two frequency distributions have the same

measures of central tendency as well as measure

of dispersion but they differ widely in their

nature.

Example 8.20. Given below are the two fre-

quency distributions for a number of nuts per

bunch with respective means as 12.62 and 12.11

and standard deviations as 3.77 and 3.484, respec-

tively. Thus, both the distributions have almost the

same measure of central tendency as well as mea-

sure of dispersion. But a close look at the graphs

drawn for the two frequency distributions shows

that they differ widely in nature (Fig. 8.12).

Along with the measures of dispersion and

central tendency, there should be certain

measures which can provide the exact picture of

the given data set. Skewness and kurtosis talk

about the nature of the frequency distribution.

The skewness of a frequency distribution is

the departure of the frequency distribution from

symmetricity.

A frequency distribution is either symmetric

or asymmetric/skewed. Again an asymmetric/

skewed distribution may be positively skewed or

negatively skewed.

Example 8.21. Let us take the example of the

panicle length in three different varieties of

paddy. The frequency distributions and the

corresponding graphical representations are

given in Figs. 8.13, 8.14, and 8.15.

Among the different measures, the measures

based on moments are mostly used and are given

as
ffiffiffi
β

p
1 ¼ γ1 ¼ m3ffiffiffiffi

m3
2

p , wherem3 andm2 are the 3rd

and 2nd central moments, respectively. It may be

noted that all the measures of skewness have no

units; these are pure numbers and equal to zero

when the distribution is symmetric. Further, it is

to be noted that β1 ¼ m2
3

m3
2

� 0. The sign of
ffiffiffi
β

p
1

depends on the sign of m3.

Kurtosis refers to the peakedness of a frequency

distribution.While skewness refers to the horizon-

tal property of the frequency distribution, kurtosis

refers to the vertical nature of the frequency distri-

bution. According to the nature of peak, a distribu-

tion is leptokurtic, mesokurtic, or platykurtic in

nature. Kurtosis is measured in terms of β2 ¼ m4

m2
2

,

where m4 and m2 are the 4th and 2nd central

moments, respectively. If β2>3, β2 ¼ 3, the distri-

bution ismesokurtic, and if β2 < 3, the distribution

is platykurtic. In the case of a normal distribution

mentioned in Chap. 6, if this is taken as standard,

the quantity β2 � 3 measures the what is known

as excess of kurtosis. If β2 > 3, the distribution

is leptokurtic, and β2 ¼ 3, the distribution is

Symmetric Asymmetric / Skewed

Frequency distribution

Positively skewed Negatively skewed

8.2 Analysis of Data 101

http://dx.doi.org/10.1007/978-81-322-1020-7_6


www.manaraa.com

Fig. 8.12 (a) Graphical presentation of a no. of nuts per plant in 179 plants of coconut, (b) Graphical presentation of a

no. of nuts per plant in 159 plants of coconut

Fig. 8.13 Graphical presentation of a symmetric distribution
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mesokurtic, and the distribution is platykurtic in

nature. It can be shown that β2 � 1þ β1.

Example 8.22. The frequency distribution of the

length of the leaflet of the three varieties of tube

rose flower is given in Figs. 8.16, 8.17 and 8.18.

It is clear from the corresponding figures that the

three distributions vary widely with respect to the

peakedness of the frequency graph.

A leptokurtic distribution means an aggrega-

tion of more observations (frequency) in a par-

ticular class or a couple of classes. Mesokurtic

distribution follows the general norm that at the

lower classes, there are a fewer number of

frequencies, and as the class value increases,

the number of observations (frequency) also

increases then reaches to the peak, and as the

class value increases further, the number of

observations (frequency) decreases. On the

other hand, in a platykurtic distribution, a good

number of classes have almost the same higher

observations and thereby, forming a platelike

structure at the top of the frequency distribution.

Thus, to know the nature of the data, the

measures of central tendency and measures of

dispersion along with skewness and kurtosis of

the frequency distribution are essential.

With the help of the following example, we

shall demonstrate how these analyses could be

taken up using SAS 9.3.

Example 8.23. The following table gives the

yield attributing characters along with the yield

for 37 varieties. We are to summarize the data in

terms of the different measures of dispersion,

central tendency, skewness, and kurtosis.

Fig. 8.14 Graphical presentation of a positively skewed distribution

Fig. 8.15 Graphical presentation of a negatively skewed distribution
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Fig. 8.16 Graphical presentation of a leptokurtic distribution

Fig. 8.17 Graphical presentation of a mesokurtic distribution

Fig. 8.18 Graphical presentation of a platykurtic distribution
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1. Analysis Through MS Excel

If one wants to perform the above analyses

using MS Excel software, then one should

follow the following steps:

Step 1: Go to Data Analysis submenu of Data

in MS Excel. Select Descriptive Statistics

as shown below.

Step 2: Provide the input range and the output

range (where the output is to be placed up

on analysis), and tick on to Summary

Statistics as shown below.

Slide 8.5: Step 1 showing the entry or the transformation of data to Excel data sheet and Data Analysis menu selection

Slide 8.6: Step 2 showing the selection of appropriate menus in Descriptive Data Analysis menu of MS Excel
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Step 3: Click OK to get the window as given

below containing the output for each and

every character.

2. Analysis Through SPSS

Step 1: When these data are transferred to

SPSS 11.5 Data Editor either copying

from the sources or importing, it looks

like the following slide.

Slide 8.7: Step 3 showing the output in Descriptive data Analysis menu of MS Excel

Slide 8.8: Step 1 showing the entry or transferred data in SPSS Data Editor
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Step 2: Go to Analysis menu followed by

Descriptive Statistics and Descriptive as

shown below.

Step 3: Select the variable for which one

wants the Descriptive Statistics and then

click on to Option menu as shown below.

Slide 8.9: Step 2 showing the selection of appropriate Data Analysis menu in SPSS analysis

Slide 8.10: Step 3 showing the selection of appropriate variables for Analysis menu in SPSS
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Step 4: From Options, select the required

measures as shown below and click on to

Continue.

Step 5: Click on to OK as given below to get

the output.

Slide 8.11: Step 4 showing the selection of appropriate Analysis submenu of SPSS

Slide 8.12: Step 4 showing the appropriate command to get the output in Analysis submenu of SPSS
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The following output slide would be obtained.

3. Analysis Using SAS 9.3 The above data, if entered/copied in SAS edi-

tor, will look like the one given below in two

continued slides:

Slide 8.13: Figure showing the output for selective descriptive statistics using SPSS

Slide 8.14: Step 1 showing the entered or transferred data in SAS Data Editor

110 8 Processing and Analysis of Data



www.manaraa.com

We want to have the mean, standard error,

median, mode, maximum–minimum values,

skewness, kurtosis, 1st and 3rd quartiles, 40th,

50th, 75th, and 90th percentile values for each

and every character. The commands for

execution are provided in the last three lines of

the above slide. Upon the execution of the said

command, the following output as given below in

two consecutive slides is obtained.

Slide 8.15: Step 2 showing the entered or transferred data and command for getting the required descriptive statistics

using SAS Data Editor

Slide 8.16a: Step 3 showing the output for required descriptive statistics using SAS
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Along with the values for different measures

of different component characters, graphical

representations can also be made.

From the above-described analysis, using

three different software clearly reveals that

there are limitations, specifications, and methods

in order to get the desired output. But the

user must have a clear idea about the information

being analyzed, requirement, and knowledge

about the statistical method to verify the results

obtained and about the method of handling the

appropriate software. Otherwise, there are few

chances of mis-conclusion, vagueness, superflu-

ousness, or unwarranted/incorrect conclusion.

8.3 Correlation Analysis

While conducting research works, a researcher

needs to deal with a number of factors/variables

at a time, instead of a single variable/factor.

And all these variables may not be independent

of each other; rather they tend to vary side by

side. Most of the growth/social/economic and

other variables are found to follow the above

characteristics. For example, while dealing with

yield component analysis of any crop, it is found

that yield is an ultimate variable contributed/

influenced/affected by a number of other factors.

If we consider the yield of paddy, then one can

find that the factors like the number of hills per

square meter, number of tillers per hill, number

of effective/panicle-bearing tillers per hill, length

of the panicle, number of grains per panicle, and

test (1,000 grain) weight of grains are influencing

the yield. Variation in one or more of the above-

mentioned factors results in variations of

the yield. Thus, yield may vary because of varia-

tion in the number of hills per square meter or

variations in the number of tillers per hill or so

on. Again, yield may vary because of variation

in the number of hill per square meter and/or in

the number of tiller per hill and other factors.

When we consider variations in one variable

due to variations in any other variable, then it

becomes a bivariate case. On the other hand,

when the variations of more than two variables

are considered at a time, it becomes a multivari-

ate case. The problem of measuring the degree of

association among the variables is considered

through a correlation and regression analysis. In

this section, we shall first study the correlation

Slide 8.16b: Step 3 showing the output for the required descriptive statistics using SAS
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and then go for the study of the form of the

association, that is, the regression analysis.

The simplest and widely used measure of

correlation is the measure of Karl Pearson’s

correlation coefficients. Correlation coefficient

measures the degree of closeness of the linear
association between any two variables and is

given as

rxy ¼ Cov x;yð Þ
sx:sy , where (x1,y1), (x2,y2), (x3,y3),. . .,

(xn,yn) are n pairs of observations and

ðiÞ Cov x; yð Þ ¼ 1

n

Xn
i¼1

xi � �xð Þ yi � �yð Þ ¼ Sxy

ðiiÞ s2x ¼
1

n

Xn
i¼1

xi � �xð Þ2 and

ðiiiÞ s2y ¼
1

n

Xn
i¼1

yi � �yð Þ2

Thus, rxy ¼
1
n

Pn
i¼1

xiyi��x�yffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n

Pn
i¼1

xi2��x2

� �
1
n

Pn
i¼1

yi2��y2

� �s :

It may be noted that we have considered

two variables x and y irrespective of their

dependency.

Properties of Correlation Coefficient:

1. The correlation coefficient between any two

variables is independent of change of origin

and scale in value but depends on the signs

of scales.

Let us consider (x1,y1), (x2,y2), (x3,y3),. . .,

(xn,yn), the n pairs of observations for the two

characters x and y having the means �x and �y

and the variances S2x and S2y . We take another

two variables such that, xi ¼ aþ bui and yi ¼
cþ dvi ) x ¼ aþ bu and y ¼ cþ dv, and

S2x ¼ b2S2u and S2y ¼ d2S2v ; i ¼ 1,2,3,. . .,n

and a, b, c, and d are constants, and a and c

are changes of origin and b and d are changes

of scale.

So,

Cov x; yð Þ ¼ 1

n

X
i

ðxi � �xÞðyi � �yÞ

¼ bdCov u; vð Þ:

Thus, the correlation coefficient between x

and y becomes

rxy ¼ Cov x; yð Þffiffiffiffiffiffiffiffiffiffi
S2x :S

2
y

q ¼ b:d

bj j: dj j :ruv:

Thus, the numerical value of rxy and ruv are the

same. But, the sign of ruv depends on the sign

of b and d. If both b and d are of the same sign,

then rxy ¼ ruv; on the other hand, if b and d are

of the opposite signs, then rxy ¼ �ruv.

2. The correlation coefficient rxy lies between

�1 and +1, that is, � 1 � rxy � þ1.

3. The correlation coefficient between x and y
is same as the correlation coefficient between

y and x.

4. Being a ratio, a correlation coefficient is a

unit-free measure. So, it can be used to compare

the degree of the linear association between

the different pairs of the variables.

5. The two independent variables are uncorre-

lated, but the converse may not be true. Let

us consider the following two variables:

Therefore, rxy ¼ Cov x;yð Þ
Sx:Sy

¼
1
n

Pn
i¼1

xiyið Þ��x:�y

Sx:Sy
¼

1
9
:0�0:60

9

Sx:Sy
¼ 0:

Clearly, the relationship is y ¼ x2 between x
and y. Thus, the zero correlation coefficient

between the two variables does not necessarily

mean that the variables are independent.

x �4 �3 �2 �1 0 1 2 3 4
P

x ¼ 0

y 16 9 4 1 0 1 4 9 16
P

y ¼ 60

xy �64 �27 �8 �1 0 1 8 27 64
P

xy ¼ 0
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Examples 8.24. Given below are the plant height

(cm) and the no. of fruits per plant in eight varieties

of lady fingers. Find out whether the height and the

weight of the boys are correlated or not.

At first, we calculate the following quantities:

�x ¼ 1

8

X8
i¼1

xi ¼208; �y ¼ 1

8

X8
i¼1

yi ¼72:

We have

ðiÞ Cov x; yð Þ ¼ 1

n

Xn
i¼1

xi � �xð Þ yi � �yð Þ ¼ 1

8

Xn
i¼1

xiyi � �x�y ¼ 3

ðiiÞ s2x ¼
1

n

Xn
i¼1

xi � �xð Þ2 ¼ 1

n

Xn
i¼1

xi
2 � �x2

 !
¼ 5:143

ðiiiÞ s2y ¼
1

n

Xn
i¼1

yi � �yð Þ2 ¼ 1

n

Xn
i¼1

yi
2 � �y2

 !
¼ 6:286

rxy ¼
1
n

Pn
i¼1

xiyi � �x�yffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n

Pn
i¼1

xi2 � �x2
� �

1
n

Pn
i¼1

yi2 � �y2
� �s

¼ 3ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
5:143ð Þ 6:286ð Þp ¼ 0:527:

So the correlation coefficient between the

height and weight of 8 boys of class nine is 0.603.

Example 8.25. Using the same problem given in

Example 8.21, we shall try to get the correlation

coefficients among the variables using MS Excel,

SPSS, and SAS as shown in the following slides:

(a) Using MS Excel software

Height (X) 205 206 208 207 209 207 210 212

No of fruit (Y) 70 71 75 68 75 71 72 74

Slide 8.17: Step 1 showing the entered or transferred data and selection of Correlation Analysis menu in MS Excel work

sheet
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Slide 8.18: Step 2 showing the entered or transferred data and selection of data range and other commands in

Correlation Analysis menu in MS Excel

X1 X2 X3 X4 X5 X6 X7 X8 X9 X10 X11 X12 X13 X14 X15 X16 X17 X18 X19 Y
X1 1
X2 0.22 1

X3 -0.03 0.18 1
X4 -0.24 0.34 0.61 1
X5 -0.13 0.11 0.38 0.43 1
X6 0.07 0.19 -0.14 0.01 -0.14 1
X7 0.55 0.28 -0.07 0.02 -0.33 0.24 1
X8 -0.24 -0.14 0.47 0.25 0.39 -0.69 -0.54 1
X9 -0.04 0.45 -0.06 0.13 0.22 -0.11 0.12 0.07 1
X10 0.2 -0.15 0.49 0.15 0.04 0.26 0.11 -0.08 -0.43 1
X11 0.52 0.36 0.3 0.27 -0.13 0.19 0.65 -0.08 0.03 0.21 1
X12 0.58 0.33 0.2 0.12 -0.14 0.03 0.59 0.03 0.02 0.07 0.9 1
X13 0.53 0.01 0.44 0.11 0.24 -0.01 0.12 0.14 -0.44 0.52 0.43 0.48 1
X14 0.23 0.35 0.27 0.19 -0.07 -0.06 -0.05 0.37 0.28 0.00 0.45 0.44 0.18 1
X15 0.12 -0.12 0.27 0.09 0.13 0.28 0.00 -0.11 -0.57 0.65 0.22 0.18 0.63 -0.09 1
X16 -0.2 0.26 0.05 0.18 0.29 -0.34 -0.37 0.27 0.45 -0.17 -0.4 -0.31 -0.17 0.28 -0.24 1
X17 0.36 0.22 0.07 -0.21 -0.4 -0.1 0.19 0.17 -0.19 0.01 0.48 0.58 0.27 0.53 -0.06 -0.12 1
X18 0.26 0.11 0.17 -0.22 -0.44 -0.13 0.06 0.2 -0.24 0.12 0.36 0.43 0.26 0.53 -0.05 -0.05 0.95 1
X19 0.07 0.2 0.29 0.01 0.02 -0.18 -0.26 0.34 0.02 0.19 0.04 0.05 0.29 0.58 0.16 0.62 0.37 0.42 1
Y 0.52 0.25 0.4 0.27 -0.1 0.27 0.61 -0.13 -0.13 0.56 0.92 0.76 0.52 0.36 0.42 -0.4 0.42 0.35 0.07 1

Slide 8.19: Step 3 showing the output in Correlation Analysis menu in MS Excel
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(b) Using SAS software, the same analysis could

be done as follows:

Slide 8.20: Step 1 showing the data input for correlation analysis using SAS

Slide 8.21: Step 2 showing the data and the command for correlation analysis using SAS
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The following is the output of the same

analysis through SPSS.

Slide 8.22: Step 3 showing the SAS output for correlation analysis

Slide 8.23: Data imputed for correlation analysis through SPSS
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Significance of the Values of Correlation

Coefficients:
1. A positive correlation coefficient between any

two variables means both the variables move

in the same direction.

2. A negative correlation between any two

variables means if there is an increase or

decrease in one variable, then there will be a

decrease/increase, respectively, in the other

variables.

3. As the numerical value of correlation coeffi-

cient approaches 1, the degree of linear asso-

ciation becomes more and more intense

(Fig. 8.19).

Correlation Coefficient of Bivariate Frequency
Distribution:

Let the two variables X and Y have a joint fre-

quency distribution as follows (Table 8.11):where

Xn
i¼

Xm
j¼1

fij ¼
Xn
i¼1

fi: ¼
Xm
j¼1

f:j ¼ N:

From the data given in Table 8.11, we shall

calculate the means and variances using the mar-

ginal frequencies and the corresponding mid

values of the classes. The covariance between

the variables will be calculated by taking cell

frequencies and the corresponding mid values

y y y

0 0

0 x x

y

x x

y

(rxy > 0, say 0.8)

(rxy = +1) (rxy = −1)

(rxy  < 0, say -0.6) (rxy  = 0)0 0

Fig. 8.19 Graphical presentation of different types of correlation coefficient

Table 8.11 Bivariate frequency distribution table

Mid value Mid value (y)

Total(x) y1 y2 y3 . . . yj . . . ym

x1 f11 f12 f13 . . . . . . . . . f1m f1.
x2 f21 f22 f23 . . . . . . . . . f2m f2.
x3 f31 f32 f33 . . . . . . . . . f3m f3.
. . . . . . . . . . . . . . . . . . . . . . . . . . .

xi . . . . . . . . . fij . . . f1m f1.
. . . . . . . . . . . . . . . . . . . . . . . . . . .

xn fn1 fn2 fn3 . . . . . . . . . fnm fn.
Total f.1 f.2 f.3 . . . f.j f.m

P
i

P
j fij ¼ N
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of different class combinations of variables X
and Y. Marginal frequency refers to the total

frequencies of each and every class of the two

variables under consideration. Thus, the mar-

ginal frequency corresponding to the mid value

yj is f.j and that for xi is fi.. So,

x ¼ 1

N

Xn
i¼1

fi::xið Þ; y ¼ 1

N

Xm
j¼1

f:j:yj
	 


:

Similarly,

S2x ¼ 1

N

Xn
i¼1

fi::x
2
i � �x2; S2y ¼ 1

N

Xm
j¼1

f:j:y
2
j � �y2

and

Cov x; yð Þ ¼ 1

N

X
i;j

fijxiyj � �x:�y ¼ Sxy:

Example 8.26. The following table gives the

bivariate frequency distribution of the plant

height and the no. of insects per plant. Using

the information, find the correlation coefficient

between the plant height and the no. of insects

per plant.

Height

No. of insects per plant

1–3 3–5 5–7 7–9 9–11 11–13

10–20 0 1 0 0 0 0

20–30 1 2 0 0 0 0

30–40 0 3 2 1 0 0

40–50 1 3 2 1 1 0

50–60 2 2 3 1 0 0

60–70 0 1 2 2 2 0

70–80 0 2 3 3 1 0

80–90 0 1 4 3 2 1

Solution.

�x ¼ 1

N

Xn
i¼1

fi::xið Þ ¼ 15þ 75þ 210þ . . .þ 935½ �=78 ¼ 3165=53 ¼ 59:716

Similarly,

�y ¼ 1

N

Xm
j¼1

f:j:yj
	 
 ¼ 8þ 60þ . . .þ 12½ �=78 ¼ 324=53 ¼ 6:113

S2x ¼ 1

N

Xn
i¼1

fi::x
2
i � �x2 ¼ 209525=53� 59:716ð Þ2 ¼ 387:301

Height

No. of insects per plant

Mid value (x1)

1–3 3–5 5–7 7–9 9–11 11–13

Mid value(x2)

fi. fi.xi fi.xi
2

xi
Pm
j¼1

fijyj
2 4 6 8 10 12

10–20 15 0 1 0 0 0 0 1 15 225 60

20–30 25 1 2 0 0 0 0 3 75 1,875 250

30–40 35 0 3 2 1 0 0 6 210 7,350 1,120

40–50 45 1 3 2 1 1 0 8 360 16,200 1,980

50–60 55 2 2 3 1 0 0 8 440 24,200 2,090

60–70 65 0 1 2 2 2 0 7 455 29,575 3,380

70–80 75 0 2 3 3 1 0 9 675 50,625 4,500

80–90 85 0 1 4 3 2 1 11 935 79,475 7,140

Total (f.j) 4 15 16 11 6 1 53 3165 209,525 20,520

f.jyj 8 60 96 88 60 12 324 Check

f :jyj
2 16 240 576 704 600 144 2,280

yj
Pn
i¼1

fijxi
360 2,860 6,120 5,960 4,200 1,020 20,520
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Similarly,

S2y ¼
1Pm

j¼1

f:j

Xm
j¼1

f:j:y
2
j � �y2

¼ 2280=53� 6:113ð Þ2 ¼ 5:405

Cov x; yð Þ ¼ Sxy ¼ 1

N

X
i;j

fijxiyj � �x:�y

¼ 20520=53� 59:716� 6:113

¼ 22:126

;rxy ¼ CovðX,YÞ
SXSy

¼ 22:126ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffið387:301Þð5:405Þp
¼ 0:484

Limitations:

1. Correlation coefficient assumes linear rela-

tionship between two variables.

2. High correlation coefficient does not mean

high direct association between the variables

under a multiple variables consideration prob-

lem. The high correlation coefficient between

the two variables may be due to the influence

of the third and/or fourth variable influencing

both the variables. Unless and otherwise the

effect of the third and/or fourth variable on

the two variables is eliminated, the correlation

between the variables may be misleading.

To counter this problem, path coefficient anal-

ysis discussed in the 2nd volume of this book

is useful.

3. If the data are not homogeneous to some

extent, correlation coefficient may give rise

to misleading conclusions.

4. For any two series of values, the correlation

coefficient between the variables can be

worked out, but there should be logical

basis for any correlation coefficient; one

should be sure about the significance of cor-

relation coefficient; otherwise, the correla-

tion is known as nonsense correlation or

spurious correlation.

8.4 Correlation Ratio

Generally, in a real-life situation, we come across

a nonlinear type of relationships among the vari-

ables. For example, when the varying doses of

nitrogenous fertilizer to respond nonlinearly with

the yield, it will be unwise to assume that as we go

on increasing the dose of nitrogen, the yield will

increase linearly. The yieldwill increase initially as

we go on increasing the doses of fertilizer, reaches

to maximum and then decreases. So a curvilinear

relationship will be appropriate, and the use of

correlation coefficient (r) to measure the degree

of association will be misleading.

Yield 

Doses of Nitrogen

“Correlation ratio” “η” is the appropriate
measure of degree of nonlinear relationship

between two variables. Correlation ratio

measures the concentration of points about the

curve fitted to exhibit the nonlinear relationship

between the two variables.

Correlation ratio ηð Þ of Y on X is defined as

η2yx ¼ 1� S2ey
S2y

where

S2ey ¼
1

N

X
i

X
j

fij yij � �yi
	 
2

and

S2y ¼
1

N

X
i

X
j

fij yij � �y
	 
2

(Table 8.12).

Let the value yij occur with the frequency fij.
Thus, the frequency distribution of two variables

X and Y can be arranged as given in Table 8.11.

Further, �yi ¼ Ti
ni

and �y ¼ T
N are the means of ith

array and the overall mean, respectively.
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We have

S2y ¼
1

N

X
i

X
j

fij yij � �y
	 
2

¼ S2ey þ S2my; where; S
2
my ¼

1

N

X
i

ni �yi � �yð Þ2

) S2y ¼ S2ey þ S2my ) 1 ¼ S2ey
S2y

þ S2my
S2y

) η2yx

¼ S2my
S2y

¼
1
N

P
ni �yi � �yð Þ2

h i
S2y

¼
P Ti

2

ni
� T

N

2
h i
P
i

P
j

fijy2ij � T2

N

:

One can substitute the values of the above

quantities from the table to get η2yx.

Example 8.27. The following table gives the

frequency distribution of milk yield (y) in kg/day

and the age of the cows (x) in years. Find the

correlation ratio of yield on the age of cows.

Yield (kg/day) y

Age of cows in year

3–4 5–6 7–8 9–10 11–12 13–14

4–7 2 3 3 - - -

8–11 - 6 7 8 - -

12–15 - 6 10 15 12 2

16–19 - 1 5 10 19 4

20–23 - - - 10 15 10

24–27 - - - - 5 4

Solution. From the given information, we frame

the following table:

Milk yield

(kg/day) (y) Mid values (y)

Age of cows (years) (x)

3–4 5–6 7–8 9–10 11–12 13–14

Mid values (x)

3.5 5.5 7.5 9.5 11.5 13.5 Total

4–7 5.5 2 3 3 0 0 0 8

8–11 9.5 0 3 7 8 0 0 21

12–15 13.5 0 6 10 15 12 2 45

16–19 17.5 0 1 5 10 19 4 39

20–23 21.5 0 0 0 10 15 10 35

24–27 25.5 0 0 0 0 5 4 9

ni ¼
P6
j¼1

fij
2 16 25 43 51 20 157

Ti ¼
P6
j¼1

fijyij
11 172 305.5 668.5 944.5 414 2,515.5

T2
i

ni
60.5 1,849 3,733.21 10,392.84 17,491.769 8,569.8 42,097.122

P6
j¼1

fijy
2
ij

60.5 2,032 4,076.25 11,140.75 18,190.75 8,813 44,313.25

Table 8.12 Bivariate frequency distribution table for correlation ratio analysis

xi
x1 x2 . . . xi . . . xnyij

yi1 f11 f21 . . . fi1 . . . fn1
yi2 f12 f22 . . . fi2 . . . fn2
yi3 f13 f23 . . . fi3 . . . fn3
. . . . . .. . . . . . . . . . . . . . . .

yij f1j . . . . . . fij . . . fnj

. . . . . . . . . . . . . . . . . . . . .

yim f1m f2m . . . fim . . . fnm

ni ¼
Pm

j¼1 fij n1 n2 . . . ni . . . nn
Pn

i

Pm
j fij ¼

Pn
i¼1 ni ¼ N

Ti ¼
Pm

j¼1 fijyij T1 T2 . . . Ti . . . Tn
Pn

i

Pm
j fijyij ¼

Pn
i¼1 Ti ¼ TPm

j¼1 fijy
2
ij

Pm
j¼1 f1jy

2
1j

Pm
j¼1 f2jy

2
2j

. . .
Pm

j¼1 fijy
2
ij

. . .
Pm

j¼1 fnjy
2
nj

Pn
i

Pm
j fijy

2
ij
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One can get the η2yx ¼ 1� S2ey
S2y

or η2yx ¼
S2my
S2y
.

We have

NS2y ¼
X
i

X
j

fijðyij � �yÞ2 ¼
X
i

X
j

fijy
2
ij � N�y2

¼
X
i

X
j

fijy
2
ij �

T2

N
¼ 44313:25� ð2515:5Þ2

157

¼ 44; 313:25� 40; 304:077 ¼ 4; 009:173:

Again;

NS2my ¼
X
i

nið�yi � �yÞ2 ¼
X T2

i

ni
� T2

N

¼ 42; 097:122� 40; 304:077 ¼ 1; 793:045:

So, η2yx ¼
S2my
S2y

¼ 1;793:045
4;009:173 ¼ 0:447.

Properties of Correlation Ratio:

1. r2 � η2yx � 1.

2. η2yx is independent of change of origin and scale.

3. rxy ¼ ryx, but η2yx may or may not be equal to η2xy.

4. η2yx ¼ 1; if S2ey ¼ 0 i:e: yij ¼ �yi.

That means all observations in any array coin-

cide with their mean, and there is a functional

relationship between y and x which of course

need not be linear.

5. η2yx ¼ r2 if �yi ¼ ŷij ¼ Yi; that is, array means

lie on a straight line. Thus, η2yx � r2 is the

departure of regression from linearity.

6. If r2 ¼ 1, that is, the relationship between y

and is linear, then η2yx must be unity and the

relationship is to be linear.

7. ηyx ¼ 0 if �yi ¼ �y; that is, all the array means

are equal to a constant, that is, the overall

mean, then r must be zero and there is no

relationship (Fig. 8.20).

8.5 Association of Attributes

Qualitative characters like gender, religion, color,

aroma, taste, education standard, and economic

status cannot be measured as such in any numeric

scale; rather, these could begrouped or categorized.

Thus, the above-discussed measures of association

may not be applicable. To have an association

between the two attributes grouped into different

categories, one can use Spearman’s rank correla-

tion coefficient andYule’s coefficient of attributes.

Fig 8.20 Graphical presentation of correlation coefficient and correlation ratio
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8.5.1 Rank Correlation

As discussed above, there are other groups of

variables, which are not arithmetically measur-

able, rather they can be grouped or ranked into

different groups or ranks. Even sometimes some

measurable characters cannot be measured

appropriately because of constraints in time of

measurement, cost involvement (may be in the

form of the cost of the measuring instrument),

etc. In all these cases, we can arrange the

individuals according to their assigned ranks.

For example, in case of tea, the aroma and taste

of different teas can be ranked rather than

measured. Similarly, the susceptibility of the dif-

ferent varieties of scented rice towards pest and

diseases can be ranked; it is very difficult to

measure the susceptibility exactly. Now, if we

want to have a degree of association between

aroma and susceptibility, then one can use the

Spearman’s rank correlation coefficient.
Suppose we have n individuals whose ranks

according to a character A are x1,x2,x3, . . .,xn and

according to character B are y1,y2,y3, . . ., yn.
Assuming that no two individuals are tied in

either the classification mentioned, wherein both

x and y are all integral values from 1 to n, then

Spearman’s rank correlation coefficient is defined

as rR ¼ 1� 6
P

d2i
n n2�1ð Þ , where di i ¼ 1; 2; . . . ; nð Þ are

the difference between the ranks obtained in two

different characters by the ith individual.

If more than one individual have the same rank,

then the above formula is redefined as follows:

rR ¼ 1�
6
P

d2i þ pðp2�1Þ
12

þ qðq2�1Þ
12

n o
n n2 � 1ð Þ , where

p and q are the number of individuals involved in

tied ranks for characters A and B, respectively.

Range of rank correlation coefficient:
� 1 � rR � þ1.

Example 8.28. Ten different types of teas were

examined for aroma as well as for taste. The

ranks are shown as follows. Find the association

between aroma and pest susceptibility:

The differences between the rankings in

aroma and susceptibility are �3, �1, �3, �3,

4, �1, 1, �2, 1, and 7.

So,
Pn

i¼1 d
2
i ¼ 9 + 1 + 9 + 9 + 16 + 1 +

1 + 4 + 1 + 49 ¼ 100

) rR ¼ 1�
6:
P10
i¼1

d2i

10 10� 1ð Þ ¼ 1� 6:100

10:99
¼ 1� 20

33
¼ 13

33
:

Thus, there is a low association between

the aroma and the pest susceptibility in scented

rice.

Example 8.29. Farmers are ranked for their edu-

cational status and motivation index as follows.

Find the association between the standard of

education and the motivation index of the

farmers:

Farmers

F1 F2 F3 F4 F5 F6 F7 F8 F9 F10

Education 6 10 3.5 5 7 3.5 2 1 9 8

Motivation index 2 9 7 4.5 6 1 4.5 3 8 10

Variety

T1 T2 T3 T4 T5 T6 T7 T8 T9 T10

Aroma: 3 1 6 7 8 4 2 5 9 10

Susceptibility: 6 2 9 10 4 5 1 7 8 3
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In education, there are two tied ranks 3.5

and in awareness, there are also two tied ranks

4.5. So the correction in education series is

2 4�1ð Þ
12

¼ 1
2

and that in awareness series is

also 1=2.

Now,

di ¼ 4; 1;�3:5; 0:5; 1; 2:5;�2:5;�2; 1;�2

)
X10
i¼1

d2i ¼ 42 þ 12 þ �3:5ð Þ2 þ 0:5ð Þ2 þ 12 þ 2:5ð Þ2 þ �2:5ð Þ2 þ �2ð Þ2 þ 12 þ �2ð Þ2

¼ 16þ 1þ 12:25þ 0:25þ 1þ 6:25þ 6:25þ 4þ 1þ 4 ¼ 52

rR ¼ 1�
6
P10
i¼1

d2i þ
P2 m m2 � 1ð Þ

12

� �
n n2 � 1ð Þ ¼ 1�

6: 52þ 1

2
þ 1

2

� �
10:99

¼ 1� 0:3212 ¼ 0:6788:

So the education and motivation index of the

farmers are substantially associated.

8.5.2 Yule’s Coefficient

The main idea of Yule’s coefficient of associa-

tion is that the two attributes are associated if

they appear in greater number/frequency than

what is expected if these are independent. Let

there be two attributes A and B. The occurrence

of A or B is denoted by (A) and (B), respectively,
whereas the absence of these is denoted by (a)

and (b), respectively. Thus, we have (Table 8.13)

According to Yule’s formula of association,

between the attributes A and B

QAB ¼ ðABÞðabÞ � ðAbÞðaBÞ
ðABÞðabÞ þ ðAbÞðaBÞ

where

(AB) is the frequency of the class AB, that is, the
class in which both A and B are present

(Ab) is the frequency of the class Ab, that is, the

class in which A is present but B is absent

(aB) is the frequency of the class aB, that is, the

class in which A is absent but B is present

(ab) is the frequency of the class ab, that is, the
class in which both a and b are absent

The value of Yule’s coefficient � 1 � QAB

� þ1.

8.5.3 Coefficient of Colligation

Using the same idea discussed above in the case

of Yule coefficient, another coefficient of associ-

ation between two attributes has been defined as

coefficient of colligation using the following

formula: QAB ¼
1� ðAbÞðaBÞ

ðABÞðabÞ
 �

1þ ðAbÞðaBÞ
ðABÞðabÞ

 � when Q ¼ 0

) γ ¼ 0, Q ¼ �1 ) γ ¼ �1, Q ¼ +1 )
γ ¼ +1, and Q ¼ 2γ

1þγ2 .

Besides the above types of correlation,
intraclass correlation, grade correlation,

Kendall’s rank correlation, serial correlation,

tetrachoric correlation, etc., are also used.

8.6 Regression Analysis

Correlation coefficient measures the degree of

linear association between any of the two given

variables. Once after getting a good degree of

association, our objective is to find out the actual

relationship between or among the variables. The

technique by which we can analyze the relationship

among the correlated variable is known as regres-

sion analysis in the theory of statistics. In different

agricultural and socioeconomic studies, different

demographic, social, economical, educational,

etc., parameters are studied to find out the depen-

dence of the ultimate variables, say yield, adoption

index, awareness, empowerment status, etc., on

these parameters. Regression analysis is a technique

by virtue of which one can study the relationship.

Table 8.13 2 � 2 Distribution of two attributes

A\B B b

A (AB) (Ab)

a (aB) (ab)
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Thus, the main objective of regression analy-

sis is to estimate and/or predict the average value

of the dependent variable given the values for

independent/explanatory variables which can be

represented in the form of Y ¼ f (Xi, ui).

It should emphatically be noted that statistical
regression analysis does not imply cause and

effect relationship between the explanatory

variables and the dependent variable. To know
more about causation, one should consider

Granger test of causality.

The regression equation can also be used as

prediction equation under the assumption that the

trend of change in Y (the dependent variables)

corresponding to the change in X (or the Xis) (the
independent variables) remains the same. Once the

constants are estimated from a given set of

observations, the value of the dependent variable

corresponds to any value of X (or a set of values of

Xis) within the range of X (or the Xis can be worked

out). To some extent, the prediction can be made

forY for the value(s) ofX (Xis) beyond the range but

not too far beyond the values taken for calculation.

Type of Regression:
Regression analysis may be of two main types:

(1) linear regression and (2) nonlinear regression.

Again depending upon the number of vari-

ables present in the regression equations both

the above-mentioned two types of regressions

can be categorized into (a) simple regression
and (b) multiple regression.

If only two variables are present in the regres-

sion equation, then it is termed as simple regres-

sion equation, for example, Y ¼ 12.5 + 1.25 X,

where X is the independent variable and Y is the

dependent variable. On the other hand, when a

regression equation has more than two variables,

then it is termed as multiple regression equation,

for example, Y ¼ 10.0 + 0.89 X1+ 1.08 X2� 0.76

X3 + . . ., where Xs are the independent variables

and Y is the dependent variable.

Simple Linear Regression Analysis:

Y ¼ α + βX, where α and β are the para-

meters, known as the intercept constant and

regression coefficient of Y on X. The intercept

constant signifies the value of the dependent vari-

able at initial stage, and the regression coefficient

measures the change in a dependent variable to

per unit change in the independent variable X.

) β ¼ Cov X; Yð Þ
VðXÞ ¼ ρσxy

σ2x
¼ ρ

σy
σx

and

α ¼ μy � ρ
σy
σx

μx

where ρ is the correlation coefficient between X

and Y, μx and μy are the means of X and Y,

respectively,

σxy is the convariance between X and Y, and σ2x
and σ2y are the cariances of X and Y, respectively,

Using these expressions, the equation of the

line may be written

Y � μy
	 
 ¼ ρ

σy
σx

X � μxð Þ:

Properties of Regression Coefficient:

1. b:b1 ¼ r sY
sX
:r sX

sY
¼ r2, where b ¼ sxy

s2x
; b1 ¼ sxy

s2y

are the regression coefficient of Y on X and X
on Y, respectively.

2. Regression coefficients are independent of

change of origin but not of scale.

Let X and Y be the two variables having the

mean and variances X, Y and s2X, s
2
Y , respec-

tively. Let us construct two more variables

such that

U ¼ X � A

C
) X ¼ Aþ CU

and

V ¼ Y � B

D
) Y ¼ Bþ DV

where A, B, C, and D are constants.

Now,

CovðX,YÞ ¼ C:D:CovðU,VÞ
and

s2X ¼ C2s2U:

Similarly,

s2Y ¼ D2s2v

b ¼ CovðX,YÞ
s2X

¼ C:D:CovðU,VÞ
C2s2U

¼ D

C
bVU:

Similarly, it can be proved that b1 ¼ C
D bUV

βXY ¼ D
C βUV :

3. Let x1; y1ð Þ; x2; y2ð Þ; . . . ; xn; ynð Þ be the n pair

of observations.
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Now, the total sum of squares (y)

TSS ¼
Xn
i¼1

yi � �yð Þ2 ¼
Xn
i¼1

yi � y
_ þ y

_ � �y
� �2

¼
Xn
i¼1

ðyi � y
_Þ2 þ

Xn
i¼1

ðy_ � �yÞ2;

where y
_
is the estimate of Y

¼ Residual sum of squares þ
Regression sum of squares

¼ RSSþ RgSS

;TSS ¼ RSSþ RgSS ) 1 ¼ RSS

TSS
þ RgSS

TSS

¼ RSS

TSS
þ r2:

Now, we observe that
RgSS

TSS
¼ r2 and

RSS
TSS

¼ 1� r2:

If we get the calculated value of r2 as 0.55,

we mean that 55% variations are explained by

the regression line, and the remaining 45%

variations are unexplained (Table 8.14).

Example 8.30. The following table gives the

panicle length (X in cm) and the corresponding

yield (Y in q/ha) of paddy in ten different

varieties to find out the degree of linear associa-

tion between the yield and the panicle length of

paddy and to find out the linear relationship of

yield on the panicle length of paddy.

X 18 20 20 22 22 25 26 28 35 40

Y 14 14 15 15 16 18 17 20 22 21

Solution. Let us make the following table:

X Y X2 Y2 XY

18 14 324 196 252

20 14 400 196 280

20 15 400 225 300

22 15 484 225 330

22 16 484 256 352

25 18 625 324 450

26 17 676 289 442

28 20 784 400 560

35 22 1,225 484 770

40 21 1,600 441 840

Mean 25.6 17.2

Variance 44.84 7.76

Covariance 17.28

Correlation coefficient 0.926

We have a no. of observations “n” ¼10, and

the mean and variances and covariance are cal-

culated as per the formula given in Chap. 3. So

the correlation coefficient between the yield and

the panicle length is given by r ¼ Cov(X,Y)/sd

(X).sd(Y). Now, the regression equation of yield

(Y) on the panicle length (X) is given by

ðY � YÞ ¼ byxðX � XÞ

) ðY � 17:2Þ ¼ CovðX:YÞ
s2X

ðX � 25:6Þ

¼ 17:28

44:84
ðX � 25:6Þ

¼ 0:385ðX � 25:6Þ ¼ 0:385x� 9:865

) Y ¼ 17:2þ 0:385X � 9:865

) Y ¼ 7:335þ 0:385X:

Example 8.31. The following data give the num-

ber of insects per hill (X) and the corresponding

yield (Y) of nine different varieties of rice. Work

out the linear relationship between the yield and

the number of insects per hill.

Variety V1 V2 V3 V4 V5 V6 V7 V8 V9

X 16 16 22 23 24 24 25 28 29

Y 55 54 48 47 45 40 44 37 40

Table 8.14 Comparison between the correlation coeffi-

cient and the regression coefficient

Sl

no. Correlation coefficient Regression coefficient

1 Correlation coefficient

(rXY) measures the degree

of linear association

between any two given

variables

Regression coefficient

(bXY ; bYX) measures the

change in dependent

variable due to per unit

change in independent

variable when the

relation is linear

2 Correlation coefficient

does not consider the

dependency between the

variables

One variable is

dependent on the other

variable

3 Correlation coefficient is

a unit-free measure

Regression coefficient

(bXY ; bYX) has the unit
depending upon the units

of the variables under

consideration

4 Correlation coefficient is

independent of the

change of origin and

scale

Regression coefficient

(bXY ; bYX) does not
depend on the change of

origin but depends on the

change of scale

5 � 1 � rXY � þ1 bXY ; bYX does not have

any limit
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Solution. Let us make the following table:

The regression equation of yield on the num-

ber of insects is given by ðY � YÞ ¼
byxðX � XÞ ) ðY � 45:56Þ¼CovðX:YÞ

s2
X

ðX � 23Þ ¼
�23:67
18:44 ðX � 23Þ¼ �1:284ðX � 23Þ ¼ �1:284Xþ
29:532 ) Y ¼ 75:092� 1:284X:

The above example can very well be worked

out using MS Excel software as follows:

Variety x y x� �xð Þ y� �yð Þ x� �xð Þ2 y� �yð Þ2 x� �xð Þ y� �yð Þ
1 16 55 �7 9.44 49 89.2 �66.11

2 16 54 �7 8.44 49 71.31 �59.11

3 22 48 �1 2.44 1 5.98 �2.44

4 23 47 0 1.44 0 2.09 0

5 24 45 1 �0.56 1 0.31 �0.56

6 24 40 1 �5.56 1 30.86 �5.56

7 25 44 2 �1.56 4 2.42 �3.11

8 28 37 5 �8.56 25 73.2 �42.78

9 29 40 6 �5.56 36 30.86 �33.33

Mean 23 45.56

Variance 18.44 34.02

Covariance �23.67

Slide 8.25: Step 1 showing data entry and the selection of the proper Analysis menu using MS Excel
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Slide 8.26: Step 2 showing data and the selection of proper data range and other submenus in regression analysis using

MS Excel

Slide 8.27: Step 3 showing the output generated in regression analysis using MS Excel
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Readers can verify whether the results in both

cases are almost same. Additionally, some statis-

tical properties of the coefficients as well as that
of the whole regression exercise are also

provided. While taking up multiple regression

analysis during multivariate analysis, we would
show how this analysis could also be performed

using SPSS and SAS software.

Example 8.32. Given below are the data on plant

height and the number of flowers per plant to find

out the correlation coefficient and the relation-

ship between the plant height and the number of

flowers per plant

Now, the regression equation of the number of

flowers per plant (Y) on plant height (X) is given by

Y � Y ¼ r
sY
sX

ðX � XÞ

) Y ¼ Y þ r
sY
sX

X � X
	 


) Y ¼ 6:538þ 0:343
2:346

23:965
ðX � 86:795Þ

¼ 6:538þ 0:034X � 2:915

) Y ¼ 3:623þ 0:034X:

The above regression equation of the number

of flowers per plant on plant height of okra

indicates that for every centimeter change in

plant height, the number of flowers per plant

will increase by 0.034 numbers.

No. of flowers per plant (Y)

Plant ht (X)

Y 1–3 3–5 5–7 7–9 9–11 11–13

Total (fi)X 2 4 6 8 10 12

25–35 30 0 1 0 0 0 0 1

35–45 40 1 2 0 0 0 0 3

45–55 50 0 3 2 1 0 0 6

55–65 60 1 3 2 1 1 0 8

65–75 70 2 2 3 1 0 0 8

75–85 80 0 1 2 2 2 0 7

85–95 90 0 2 3 3 1 0 9

95–105 100 0 1 4 3 2 1 11

105–115 110 0 0 5 4 3 1 13

115–125 115 0 2 5 3 2 0 12

Total (f.j) 4 17 26 18 11 2 78

X ¼ 1
N

P10
i¼1

fi: Xi ¼ 86:795 and Y ¼ 1
N

P10
i¼1

f:jYj ¼ 6:538

s2X ¼ 1
N

P10
i¼1

fi:X
2
i � X

2 ¼ 574:343, s2Y ¼ 1
N

P6
j¼1

f:jY
2
j
� Y

2 ¼ 5:505

sXY ¼ 1
N

P10
i¼1

P6
j¼1

fijXiYj � XY ¼ 19:29 rXY ¼ 0.343.
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Formulation and Testing of Hypothesis 9

The main objective of the researchers is to study

the population behavior to draw the inferences

about the population, and in doing so, in most

of the cases the researcher uses sample

observations. As samples are part of the popula-

tion, there are possibilities of difference in sample

behavior from that of population behavior. Thus,

the process/technique is of knowing accurately

and efficiently the unknown population behavior

from the statistical analysis of the sample behav-

ior—known as statistical inference.

Problems in statistical inference:

(a) Estimation: Scientific assessment of the pop-

ulation characters from sample observations.

(b) Testing of hypothesis: Some information or

some hypothetical values about the popula-

tion parameter may be known or available

but it is required to be tested how far these

information or hypothetical values are

acceptable or not acceptable in the light of

the information obtained from the sample

supposed to have been drawn from the

same population.

9.1 Estimation

Let (x1, x2, x3, . . ., xn) be a random sample drawn

from a population having density f(x/θ) where θ
is an unknown parameter. Estimation is the prob-

lem of estimating the value θ with the help of the
sample observations. There are mainly two types

of estimation, namely, point estimation and

interval estimation.

9.1.1 Point Estimation

Suppose x1, x2, x3, . . ., xn is a random sample

from a density f(x/θ), where θ is an unknown

parametric. Let t be a function of x1, x2, x3, . . .,

xn and is used to estimate θ, then t is called a

point estimator of θ. Among the many estimators

based on sample observations, a good estimator

is one which is (a) unbiased, (b) consistent, and

(c) efficient and sufficient.
The details of these properties and their esti-

mation procedures are beyond the scope of this

book.

9.1.2 Interval Estimation

In contrast to the point estimation method, in

interval estimation, we are always in search of a

probability statement about the unknown para-

meter θ of the population from which the sample

has been drawn. If x1, x2, x3, . . ., xn be a random

sample drawn from a population, we shall be

always in search of two functions u1 and u2
such that the probability of θ remains in the

interval (u1, u2) is given by a value say 1 � α.
Thus, P u1 � θ � u2ð Þ ¼ 1� α. This type of

interval, if exists, is called confidence interval

P.K. Sahu, Research Methodology: A Guide for Researchers in Agricultural Science,
Social Science and Other Related Fields, DOI 10.1007/978-81-322-1020-7_9, # Springer India 2013
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for the parameter θ. u1 and u2 are known as

confidence limits and 1 � α is called the confi-

dence coefficient.

9.2 Testing of Hypothesis

A statistical hypothesis is an assertion about the

population distribution of one or more random

variables belonging to a particular population.

In other words statistical hypothesis is a state-

ment about the probability distribution of popu-

lation characteristics which are to be verified on

the basis of sample information. On the basis of

the amount of information provided by a hypoth-

esis, a statistical hypothesis is either (1) simple or
(2) composite. Given a random variable from a

population, a simple hypothesis is a statistical

hypothesis which specifies all the parameters of

the probability distribution of the random vari-

able; otherwise it is a composite hypothesis. For

example, if we say that the height of the Indian

population is distributed normally with mean 5.60

and variance 15.6, then it is a simple hypothesis.

On the other hand, if we say that (1) the height of

the Indian population is distributed normally

with mean 5.60 or (2) the height of the Indian

population is distributed normally with variance

15.6 is composite in nature. Because to specify

the distribution of height which is distributed

normally, we require two information on mean

and variance of the population. Depending upon

the involvement or noninvolvement of the popu-

lation parameter in the statistical hypothesis, it is

again divided into parametric or nonparametric

hypothesis, and corresponding tests are either

parametric test or nonparametric test. Thus, a
statistical hypothesis μ ¼ μ0 is a parametric

hypothesis, but testing whether a time series

data is random or not, that is, to test “the series

is random,” is a nonparametric hypothesis.

Any unbiased/unmotivated statistical asser-

tion (hypothesis) whose validity is to be tested

for possible rejection on the basis of sample

observations is called null hypothesis. And the

statistical hypothesis which contradicts the null

hypothesis is called the alternative hypothesis.

For example, against the null hypothesis

H0: μ ¼ μ0, (1) μ 6¼ μ0, (2) μ > μ0, and

(3) μ < μ0 are the alternative hypotheses.
In testing of hypothesis, a test statistic is a

function of sample observations whose computed

value when compared with the probability distri-

bution, it follows, leads us to take final decision

with regard to acceptance or rejection of null

hypothesis.

9.2.1 Qualities of Good Hypothesis

1. Hypothesis should be clearly stated.

2. Hypothesis should be precise and stated in

simple form as far as possible.

3. Hypothesis should state the relationships

among the variables.

4. Hypothesis should be in the form of being

tested.

5. Hypothesis should be such that it can be tested

within the research area under purview.

Critical region: Let a random sample x1, x2,
x3, . . ., xn be represented by a point x in n-dimen-

sional sample spaceΩ and ω being a subset of the

sample space, defined according to a prescribed

test such that it leads to the rejection of the null

hypothesis on the basis of the given sample if the

corresponding sample point x falls in the subset

ω; the subset ω is known as the critical region of

the test. As it rejects the null hypothesis, it is also

known as the zone of rejection. The complemen-

tary region to the critical region of the sample

space, that is, ω0 or ω, is known as the region of
acceptance. Two boundary values of the critical

region are also included in the region of

acceptance.

Errors in decision: In statistical inference,

drawing inference about the population parame-

ter based on sample observation may lead to the

following situations, and out of the four

situations in two situations, one can commit

errors. (Table 9.1)

9.2.2 Level of Significance

The probability of committing type I error (α) is
called the level of significance. If the calculated
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value of a test statistic lies in the critical region,

the null hypothesis is said to be rejected at α level

of significance. Generally, the level of signifi-

cance is taken as 5 or 1%. This depends on the

objective of the study. Sometimes we may have

to opt for 0.01 or 0.001% level of significance,

particularly in relation to medical studies. The

researcher has the freedom to select the appropri-

ate level of significance depending upon the

objective of the study. Nowadays in many statis-

tical software, the actual level of significance is

provided instead of saying whether a particular

null hypothesis is rejected or accepted at a par-

ticular prefixed level of significance or not.

9.2.3 Types of Test

Based on the nature of alternative hypothesis,

a test is one sided (one tailed) or both sided

(two tailed). For example, if we are to test

H0: μ ¼ 5:60, then the test against alternative

hypothesis (1) μ 6¼ 50 is a both-sided or two-

tailed test while the test H1: against either

H1: μ > 50 or μ < 50 is a one-sided or one-

tailed test.

9.2.4 Degrees of Freedom

Degree of freedom is actually the number of

observations less the number of restrictions.

Generally, the degrees of freedom are n � 1 for

a sample with n number of observations, but

it should be kept in mind that the degrees of

freedom are not necessarily be n � 1 for n

observations. Depending upon the restrictions,

the degrees of freedom are worked out, for

example, in calculating χ2 value from an r � s

table, the degrees of freedom will be (r � 1)

(s � 1).

9.2.5 Steps in Testing of Statistical
Hypothesis

Holistic and meticulous approach is required

in each and every step of testing of statistical

hypothesis so as to draw fruitful and correct

decision about the population parameter based

on sample observations. Some of the important

steps to be followed in testing of statistical

hypothesis are as follows:

(a) Objective of the study: There should not be

any ambiguity in fixing the objective of the

study, that is, to test whether the equality of

two population means from two different

samples drawn from the same parent popula-

tion or from two different populations or to

test whether population mean can be taken as

μ0 (a specified value) or not and so on.

(b) Knowledge about population: Extensive

information or knowledge about the popula-

tion and its distribution for which the

parameters under study have been taken is

essential and useful.

(c) Hypothesis: Commensurating with the objec-

tive of the study and the knowledge about the

population under study selection or fixing of

appropriate null hypothesis and alternative

hypothesis will lead us to the type of test

(i.e., one sided or two sided) to be performed.

(d) Selection of test statistic: While deciding the

appropriate sampling distribution vis-a-vis

the suitable test statistic, one should be very

careful to select such a statistic which can

best reflect the probability of the null hypoth-

esis and the alternative hypothesis based on

available information under study. A faulty

selection of test statistic may lead to the

wrong conclusion about the population

parameter under study. Similarly, instead of

a small sample test, if we go for a large

sample test in a case where the number of

observations is low, we may lead to an erro-

neous conclusion.

Table 9.1 Table of types of decision in statistical

inference

Null

hypothesis (H0)

Decision taken

Reject H0 Accept H0

True Incorrect

decision

(type I error)

Correct decision

False Correct

decision

Incorrect decision

(type II error)
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(e) Selection of level of significance: Depending

upon the objective of the study, type of param-

eter, type of study object, precision required,

etc., the appropriate level of significance is

required to be decided. Selection of suitable

level of significance (i.e., the region of rejec-

tion) is a must before the testing of hypothesis

actually takes place.

(f) Critical values: Depending upon the type of

test (one sided or both sided), test statistic,

and its distribution, level of significance

values separating the zone of rejection and

the zone of acceptance are to be worked out

from the table of specific corresponding dis-

tribution. Critical region should be selected in

such a way that its power be maximum. A test

is significant (i.e., rejection of null hypo-

thesis) or not significant (acceptance of null

hypothesis) depending upon the values of the

calculated value of the test statistic and the

table value of the statistic at prefixed level of

significance. Fault in selection of the critical

values may lead to a wrong conclusion.

(g) Calculation of test statistic: From the given

information, one needs to accurately calcu-

late the value of the test statistic under null

hypothesis.

(h) Comparison of calculated value of the statis-

tic at prefixed level of significance with that

of the corresponding table value.

(i) Decision with respect to rejection or accep-

tance of null hypothesis.

(j) Drawing conclusion in line with the questions

put forward in the objective of the study.

9.3 Statistical Test Based on
Normal Population

1. Test for specified value of population mean

with known population variance

2. Test for specified value of population mean

with unknown population variance

3. Test of significance for specified population

variance with known population mean (μ)
4. Test of significance for specified popula-

tion variance with unknown population

mean (μ)

5. Test of equality of two population variances

from two normal populations with known

population means

6. Test of equality of two population variances

from two normal populations with unknown

population means

7. Test for equality of two population means

with known variances

8. Test for equality of two population means

with equal but unknown variance

9. Test for equality of two population means

with unequal and unknown variances—

Fisher–Berhans problem

10. Test equality of two population means under

the given condition of unknown population

variances from a bivariate normal population-

paired t-test

11. Test for significance of population correla-

tion coefficient, that is, H0: ρ ¼ 0 against

H1: ρ 6¼ 0

12. Test for equality of two population variances

from a bivariate normal distribution

13. Test for specified values of intercept and

regression coefficient in a simple linear

regression

14. Test for significance of the population multi-

ple correlation coefficient

15. Test for significance of population partial

correlation coefficient

The above tests are few to maintain but are

not exhaustive.

A. Tests Based on a Normal Population

Depending upon the type of test (i.e., one

sided or both sided) and the level of signifi-

cance, the limiting values of the critical

regions (i.e., region of acceptance and region

of rejection) under standard normal probabil-

ity curve are given as follows (Table 9.2):

Table 9.2 Critical values under standard normal

probability curve

Type of test

Level of

significance

α ¼ 0.05

Level of

significance

α ¼ 0.01

Both-sided test 1.960 2.576

One sided (left tailed) �1.645 �2.330

One sided (right tailed) 1.645 2.330
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1. Test for Specified Values of Population Mean

with Known Population Variance from a
Normal Population

To test H0: μ ¼ μ0 against the alternative

hypotheses H1: ð1Þ μ 6¼ μ0; ð2Þ μ> μ0; and
ð3Þ μ< μ0 with known population variance σ

2.

The test statistic under the given null

hypothesis is

τ ¼ x� μ0
σ=

ffiffiffi
n

p ;

where x is the sample mean and this τ follows
a standard normal distribution.

Conclusion:

(a) For H1: μ 6¼ μ0, reject H0 if the calculated

value of τj j< τα=2, where τα=2 is the table

value of τ at upper α=2 level of significance

(e.g., 1.96 or 2.576 at 5 or 1% level of signif-

icance, respectively); otherwise accept it.

(b) For H1: μ> μ0, reject H0 if the calculated

value of τ> τα, where τα is the table value

of τ at upper α level of significance (e.g.,

1.645 or 2.33 at 5 or 1% level of signifi-

cance, respectively); otherwise accept it.

(c) For H1: μ< μ0, reject H0 if the calculated

value of τ> τ1�α, where τ1�α is the table

value of τ at lower α level of significance

(e.g., �1.645 or �2.33 at 5 or 1% level

of significance, respectively); otherwise

accept it.

Example 9.1. A random sample drawn from

ten students of a college found that the average

weight of the students is 45 kg. Test whether

this average weight of the students be taken as

50 kg at 1% level of significance or not, given

that the weight of the students follows a nor-

mal distribution with variance 9 kg2.

Solution. Given that (1) the population is nor-

mal with variance 9, (2) sample mean (x) is 45
and (3) population hypothetical mean is 50.

To test H0: Population mean μ ¼ 50 against

H1: μ 6¼ 50.

This is a both-sided test. As the sample has

been drawn from a normal population with

known variance, the appropriate test statistic

will be

τ ¼ x� μ0
σX=

ffiffiffi
n

p :

For this problem,

τ ¼ 45� 50ffiffiffiffiffiffiffiffiffiffi
9=10

p ¼ �5

0:949
¼ �5:269:

From the table of the standard normal variate,

we have τ0:01ð¼ 2:576Þ � τj jcal ð¼ 5:269Þ. So

the test is significant at 1% level of significance.

Hence, we reject the null hypothesis, that is,

H0: μ ¼ μ0. So the average student weight is

not 50 kg.

2. Test for Specified Value of Population Mean
with Unknown Population Variance from a

Normal Population

To test H0: μ ¼ μ0 against the alternative

hypotheses H1: ð1Þ μ 6¼ μ0; ð2Þ μ> μ0; and
ð3Þ μ< μ0 with unknown population

variance σ2.
The test statistic under the given null hypothesis

is t ¼ x� μ0 s=
ffiffiffi
n

pð Þ= , where (n � 1) is the

degrees of freedom, and x and s2 are the

sample mean and sample mean square,

s2 ¼ 1
n�1

Pn
i¼1

xi� xð Þ2 (an unbiased estimator

of population variance σ2).
Conclusion
(a) For H1: μ 6¼ μ0, reject H0 if the calculated

value of t> tα=2;n�1 or cal t< tð1�αÞ=2;n�1 ¼
�tα=2;n�1 i:e: cal tj j> tα

2
;n�1 where tα=2;n�1

is the table value of t at upper α=2 level of
significance with (n � 1) d.f.; otherwise

accept it.

(b) For H1: μ> μ0, reject H0 if the calculated

value of t> tα;n�1, where τα;n�1 is the table

value of t at upper α level of significance

with (n � 1)d.f.; otherwise accept it.

(c) For H1: μ< μ0, reject H0 if the calculated

value of t< t1�α;n�1, where t1�α;n�1 is the

table value of t at lower α level of signifi-

cance with (n � 1)d.f.; otherwise accept it.
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Example 9.2. Given below are the lengths

(inches) of ten randomly selected panicles of

particular wheat variety. If the length of panicle

assumed to follow a normal distribution with

unknown variance, can we say that the average

length (inches) of panicle for the wheat variety

be 12 in.?

Panicle length (inches): 10, 12, 6, 15, 14, 13,

13, 7, 14, 6

Solution. Given that the (1) length of panicle

follows a normal distribution with unknown var-

iance and (2) population hypothetical mean is

12 in.

To test H0: Population mean μ ¼ 12 against

H1: μ 6¼ 12. The test statistic under the null

hypothesis is t ¼ x�μ
s=
ffiffi
n

p with (n � 1) d.f. and the

test is a both-sided test. We have sample mean,

x ¼ 1

n

Xn
i¼1

xi ¼ 1

10
10þ 12þ � � � þ 6½ � ¼ 11 in:

and

s2 ¼ 1

n� 1

Xn
i¼1

xi � xð Þ
2

¼ 1

9

X10
1

xi
2 � 10:ð11Þ2

" #

¼ 12:22 in2:

So

t ¼ 11� 12ffiffiffiffiffiffiffiffi
12:22
10

q ¼ �1

1:106
¼ �0:904:

The table value of t at 9 d.f. at 2.5% level of

significance is 2.262 which is greater than the

absolute value of the calculated value of t, that
is, tj j< t0:025;9. So the test is nonsignificant and

the null hypothesis cannot be rejected. That

means that the length of panicle for the given

wheat variety may be taken as 12 in.

3. Test for Significance for Specified Population

Variance with Known Population Mean from

a Normal Population
If x1, x2, x3,. . ., xn be a random sample drawn

from a normal population with mean μ and

variance σ2, that is, N(μ; σ2) to test H0 : σ2 ¼
σ20 where σ20, is any specified value for the

population variance. Against the alternative

hypotheses H1: ð1Þ σ2 6¼ σ2
0
; ð2Þ σ2 > σ2

0
; and

ð3Þ σ2 < σ2
0
, the test statistic is

χ2n ¼
Pn
i¼1

ðxi � μÞ2

σ20

with n d.f.

1. For H1 : σ2 6¼ σ20, the null hypothesis is

rejected if the calculated value of χn
2 is

greater than the table value of χn
2 at

upper α/2 level of significance and at n
degrees of freedom, that is, cal χn

2 > tab

χ2α/2,n or calculated χn
2 < tabulated

χ2 (1 � α)/2,n.

2. For H1 : σ2 > σ2
0
, the null hypothesis is

rejected if the calculated value of χn
2 is

greater than the table value of χn
2 at

upper α level of significance and at n

degrees of freedom, that is, cal χn
2 > tab

χ2 α,n.

3. For H1 : σ2 < σ2
0
, the null hypothesis is

rejected if the calculated value of χn
2 is

less than the table value of χn
2 at lower α

level of significance and at n degrees of

freedom, that is, cal χn
2 < tab χ2 (1 � α),n.

Example 9.3. From the following data on num-

ber of flowers per plant of rose, find out whether

the variance of rose per plant can be taken as 6,

given that the number of flowers per plant of rose

follows a normal distribution with mean number

of flowers per plant as 12.

No. of flowers per plant: 12,11,10,9,13,12,

8,15,16,13

Solution. Given that (1) the population mean is

12 (known), (2) the sample has been drawn from

a normal population, (3) sample size is 10.

To test H0: σ
2 ¼ 6 against H1 : σ2 6¼ 6.

Under the H0, the test statistics is χ210 ¼Pn
i¼1

xi�μð Þ2

σ2 ¼ ½0þ1þ4þ9þ1þ0þ16þ9þ16þ1�
6

¼ 57=6¼ 9:5:

From the table, we have a value of

χ20.025,10 ¼ 20.483 and χ20.975,10 ¼ 3.25. The

calculated value of χ2, that is, 9.5, lies between
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these two values. So the null hypothesis cannot

be rejected. That means we can conclude that the

variance of no. of flowers per plant in rose can

be taken as 6.

4. Test of Significance for Hypothetical Popula-
tion Variance with Unknown Population

Mean from a Normal Population
If x1, x2, x3,. . ., xn be a random sample drawn

from a normal population with unknown

mean μ and variance σ2 to test H0 : σ2 ¼ σ20
where σ2

0
is any specified value for the popu-

lation variance. Against the alternative

hypotheses H1: ð1Þ σ2 6¼ σ2
0
; ð2Þ σ2 > σ2

0
; and

ð3Þ σ2 < σ2
0
, the test statistic,

χ2ðn�1Þ ¼
Pn
i¼1

ðxi � xÞ2

σ20

with (n � 1) degrees of freedom where x is

the sample mean ¼ 1
n

Pn
i¼1 xi. The decision

rule is as usual for the test mentioned in 3.

Example 9.4. A random sample of 25 trees of

jackfruit gives average fruits per plant as 40 with

variance 220 from a normal population. Test

whether the variance of no. of fruits per plant of

jackfruit can be taken as 200 given that the no. of

fruits per plant follows a normal distribution.

Solution. Given that (1) sample size n ¼ 25.

(2) Sample mean x ¼ 40ð Þ.
(3) Sample variance ¼ 220.

(4) The sample has been drawn from a normal

population with unknown mean.

To test H0: σ
2 ¼ 200 against H1: σ2 6¼ 200,

the test is a both-sided test, and under the null

hypothesis, the test statistic is

χ224 ¼
Pn
i¼1

xi � xð Þ2

σ2
¼ nS2

σ2
¼ 25� 220

200
¼ 27:5;

where S2 is the sample variance.

From the table, we have χ20.995,24 ¼ 9.89

and χ20.005,24 ¼ 45.558. Since 9.89 < cal

χ2 < 45.56, H0 cannot be rejected. That means

we can accept that the variance of number of

fruits per tree may be 200.

5. Test of Equality of Two Population Variances

from Two Normal Populations with Known

Population Means
Let two independent random samples be

drawn from two normal populations (x1, x2,
x3,. . ., xn1 ) and (y1, y2, y3,. . ., yn2 ). To test H0:

σ21 ¼ σ22 under the condition, we have the of

known means test statistic

F ¼
Pn1
i¼1

ðxi � μ1Þ2=n1
Pn2
i¼1

ðyi � μ2Þ2=n2

with n1 and n2 d.f.

(a) When we are going to test H0 : σ21 ¼ σ22
against the alternative hypothesis

H1 : σ21 6¼ σ22, we reject H0 if cal F > tab

Fα=2;ðn1;n2Þ or cal F < Fð1�α=2Þ;ðn1;n2Þ:
(b) When we are going to test H0 : σ21 ¼ σ22

against the alternative hypothesis

H1 : σ21 > σ22, we reject H0 if cal F > tab

Fα=2;ðn1;n2Þ.
(c) When we are going to test H0 : σ21 ¼ σ22

against the alternative hypothesis

H1 : σ21 < σ22, we reject the H0 if cal

F < Fð1�α=2Þ;ðn1;n2Þ:

Example 9.5. The following figures are the

weights of two batches of primary students

assumed to follow a normal distribution with

(N μ1; σ
2
1

� �
and N μ2; σ

2
2

� �
with respective mean

weights of 24 and 26 kg, respectively. Can we

assume from the data that both the populations

have the same variance?

Yield in t/ha

Batch 1: 16,18,20,22,24,30

Batch 2: 19,22,23,27,29,31,33

Solution. Null hypothesis H0 : σ21 ¼ σ22 against

the alternative hypothesis H1 : σ21 6¼ σ22, given

that the populations are normal with mean

24 t/ha and 26 t/ha, respectively.
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Under the given circumstances, the test

statistic will be

F ¼
Pn1
i¼1

ðxi � μ1Þ2=n1
Pn2
i¼1

ðyi � μ1Þ2=n2

with n1 and n2 d.f. the given alternative Under

hypothesis, the test is a two-tailed test, given that

n1 ¼ 6, n2 ¼ 7, μ1 ¼ 24 kg, and μ2 ¼ 26 kg.

From the given information, we haveP6
i¼1 ðxi � μ1Þ2=n1 ¼ 26

X7
i¼1

ðyi � μ1Þ2=n2 ¼ 22:57; F ¼ 1:152:

From the table, we have F0.025;6,7 ¼ 5.99

and F0:975;6;7 ¼ 1 F0:025;7;6

� ¼ 1 6:98= ¼ 0:1754:

Since 0.1754 < cal F < 5.12, so the null

hypothesis cannot be rejected, that means we

can conclude that both populations have the

same variance.

6. Test of Equality of Two Population Variances

from Two Normal Populations with Unknown

Population Means
Let two independent random samples be

drawn from two normal populations (x1, x2,

x3,. . ., xn1 ) and (y1, y2, y3,. . ., yn2 ). To test H0:

σ21 ¼ σ22 under the unknown means condition,

we have the test statistic F ¼ S2
1

S2
2

with (n1 � 1,

n2 � 1) d.f. where S21 & S22 are the sample

mean square of the respective populations.

(a) When we are going to test H0 : σ21 ¼ σ22
against the alternative hypothesis

H1 : σ21 6¼ σ22, we reject H0 if cal F > tab

Fα=2; ðn1 � 1; n2 � 1Þ or cal F < Fð1�α=2Þ;
ðn1 � 1; n2 � 1Þ:

(b) When we are going to test H0 : σ21 ¼ σ22
against the alternative hypothesis

H1 : σ21 > σ22, we reject H0 if cal F > tab

Fα=2;ðn1�1;n2�1Þ.
(c) When we are going to test H0 : σ21 ¼ σ22

against the alternative hypothesis

H1 : σ21 < σ22, we reject the H0 if cal

F < Fð1�α=2Þ;ðn1�1;n2�1Þ:

Example 9.6. The following figures are

pertaining to lactation period (in months) for

two random samples of cows, drawn from two

normal populations fed with the same feed. Find

whether the variability in lactation period of

both the populations can be taken equal or not.

Lactation period (month)

Sample 1 4.5 3 5 7 6.5 5.5 6 8 7.5 4

Sample 2 6 7 6.5 5.5 7.5 6.5 8 10 8.5 9

Solution. Given that (1) the populations are nor-

mal with unknown means.

(2) Sample sizes in each sample is 10, that is,

n1 ¼ 10, n2 ¼ 10

To test H0: σ21 ¼ σ22 against H1: σ21 6¼ σ22.
Under the given conditions, the test statistic is

F ¼ s2
1

s2
2

where s21 and s22 are the sample mean

squares.

Let the level of significance be α ¼ 0.05.

We have

s21 ¼
1

n1 � 1

X10
i¼1

x1i � �x
1

� �2
and

s22 ¼
1

n2 � 1

X10
i¼1

x2i � �x2

� �2
and

x1 ¼ 1

n1

X10
i¼1

ðx1iÞ; x2 ¼ 1

n2

X10
i¼1

ðx2iÞ:

From the given data, we have

x1 ¼ 5:70; x2 ¼ 7:45

and s21 ¼ 2:638 and s22 ¼ 2:025:

So, F ¼ s2
1

s2
2

¼ 1:302: with (9,9) d.f.

From the table, we have F0.025;9,9 ¼ 4.03

and F0:975;9;9 ¼ 1 F0:025;9;9

� ¼ 1 4:03= ¼ 0:2481:

Since 0.2481 < cal F < 4.03, so the test is non-

significant and the null hypothesis cannot be

rejected, that means we can conclude that both

populations have the same variance.

7. Test for Equality of Two Population Means

with Known Variances
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To test the H0: μ1 ¼ μ2 for (x1, x2, x3,. . ., xn1 )
and (y1, y2, y3,. . ., yn2 ) two independent

random samples drawn from two normal

populations N μ1; σ
2
1

� �
and N μ2; σ

2
2

� �
, respec-

tively, and under the condition of known

variances σ21 and σ22, the test statistic is

τ ¼ x� yffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
σ21
n1

þ σ22
n2

s ;

when τ is in a standard normal variate.

Example 9.7. The following data are pertaining

to grain yield of two varieties of paddy under the

same management. If the grain yield follows a

normal distribution with known variances 36 and

64, respectively, for two varieties test whether

these two varieties differ significantly with

respect to grain yield (q/ha).

(Grain yield q/ha)

Variety A: 25, 30, 31, 35, 24, 14, 32, 25, 29, 31, 30

Variety B: 30, 32, 28, 36, 42, 18 ,16 , 20 , 22, 40

Solution. Assumption: grain yield follows a

normal distribution. Population variances are

known. Let the level of significance be α ¼ 0.05.

So the null hypothesis is H0: μA ¼ μB (under

known population variances) against alternative

hypothesis H1 : μA 6¼ μB.
Under the given condition, the test statistic is

τ ¼ A�Bffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
σ2A
n1

þ σ2B
n2

s which follows as a standard

normal variate.

From the sample observations, we have nA ¼ 11

and nB ¼ 10 and A ¼ 27:82 and B ¼ 28:4

τ ¼ 27:82� 28:4ffiffiffiffiffiffiffiffiffiffiffiffiffi
36
11
þ 64

10

q ¼ �0:58ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3:277þ 6:4

p ¼ �0:58ffiffiffiffiffiffiffiffiffiffiffi
9:677

p

¼ �0:58

3:109
¼ �0:186:

We know that at α ¼ 0.05, the value of

τα=2 ¼ 1:96, as the calculated τj j< 1:96. So we

cannot reject the null hypothesis. We conclude

that the varieties do not differ significantly with

respect to grain yield.

8. Test for Equality of Two Population Means

with Equal but Unknown Variance

To test the H0: μ1 ¼ μ2 against H1 : μ1 6¼ μ2
for (x1, x2, x3,. . ., xn1 ) and (y1, y2, y3,. . ., yn2 )

two independent random samples drawn

from two normal populations N μ1; σ
2
1

� �
and

N μ2; σ
2
2

� �
, respectively, under the condition

that σ21 ¼ σ22 ¼ σ2 (unknown). The test statis-
tic under the given H0 is

t ¼ x� y

s

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

n1
þ 1

n2

r

with (n1 + n2 � 2) degrees of freedom where

s2 ¼ ðn1�1Þs2xþðn2�1Þs2y
n1þn2�2

and s2x and s2y are the

sample mean squares for two samples,

respectively.

If the calculated absolute value of t is greater
than the table value of t at upper α 2= level of

significance and at (n1 þ n2 � 2) d.f., then the

test is significant and the null hypothesis is

rejected; that means the two population means

are unequal.

Note: This test statistic is known as two-

sample t statistic or Fisher’s t statistic. Before

performing the test we are to test first

H0 : σ21 ¼ σ22 by F-test as already discussed.

If it is accepted, then we perform t-test statis-

tic; otherwise not. In that situation we perform

the following test.

Example 9.8. Given below are the two samples

about the vase life of two varieties of tuberose. Is it

possible to draw inference that the vase life of

variety A is more than that of the variety B, assum-

ing that vase life behaves like a normal population?

Sample

size

Sample

mean

Sample mean

square

Variety A 7 72 h 36 h2

Variety B 8 64 h 25 h2

Solution. H0: Both the varieties of tuberose

have the same vase life, that is, H0: μ1 ¼ μ2
against the alternative hypothesis, H1: Variety
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A has more vase life than variety B, that is,

H1: μ1 > μ2. Let us select the level of significance,
α ¼ 0.05. According to H1, the test is a one-sided

test. We assume that σ2A ¼ σ2B ¼ σ2ðunknownÞ.
The test statistic, under the given null hypothesis

and unknown variance but equal, is

t ¼ x� y

s

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

n1
þ 1

n2

r ;

with (n1 + n2 � 2) d.f. where x; y are the sample

mean vase life of two varieties and s2 is the

composite sample mean square and given by

s2 ¼ ðn1 � 1Þs2x þ ðn2 � 1Þs2y
n1 þ n2 � 2

;

s2x and s2y by the sample mean squares.

First we test H0 : σ2A ¼ σ2B by F ¼ s2x
s2y

with

ðn1 � 1; n2 � 1Þ d:f: against the H1 : σ2A 6¼ σ2B:
Thus, F ¼ 36/25 ¼ 1.44 with (6,7) d.f.

From the table, we have F0.025;6,7 ¼ 5.12 and

F0:975;6;7 ¼ 1 F0:025;7;6

� ¼ 1 5:70= ¼ 0:18: Since

0.18 < cal F < 5.12, H0 : σ2A ¼ σ2B cannot be

rejected. So we can perform the t-test.

s2 ¼ðn1 � 1Þs21 þ ðn2 � 1Þs22
n1 þ n2 � 2

¼ ð7� 1Þ62 þ ð8� 1Þ52
7þ 8� 2

¼ 216þ 175

13
¼ 391=13 ¼ 30:07:

t ¼ 72� 64ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
30:07

1

7
þ 1

8

� 	s ¼ 8ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
30:07� 15

56

� 	s ¼ 2:82:

From the table, we have t0.05,13 ¼ 1.771.

Since cal t > 1.771, the test is significant and

we reject the null hypothesis, that is, we accept

μ1 > μ2. That means the vase life of variety A is

more than that of the vase life of variety B.

9. Test for Equality of Two Population Means

with Unequal and Unknown Variances

The problem for test of significance of equal-

ity of two population means under unknown

and unequal population variances (i.e.,

σ21 6¼ σ22) is known as Fisher–Berhans prob-

lem. Under the null hypothesis H0: μ1 ¼ μ2
against H1 : μ1 > μ2, the test statistic

t ¼ x� yffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s21
n1

þ s22
n2

s

does not follow t distribution, and as such

ordinary t-table will not be sufficient for com-

paring. According to Cochran’s approxima-

tion, the calculated value of above t statistic

is compared with

t� ¼ t1s
2
1=n1 þ t2s

2
2=n2

s21=nþ s22=n2
;

where t1 and t2 are the table values of t distri-

bution at (n1 � 1) and (n2 � 1) degrees of

freedom, respectively, with upper α level of

significance for acceptance or rejection of H0.

Example 9.9. Given below are the two samples

about the body weight (kg) of two breeds of cows.

Is it possible to draw inference that the bodyweight

of breed A is greater than that of breed B, assuming

that bodyweight behaves like a normal population?

Variety

Sample

size

Sample

mean

Sample mean

square

Breed A 7 185 100

Breed B 8 175 64

Solution. We are to test the null hypothesis H0:

μA ¼ μB (under unknown and unequal popula-

tion variances) against alternative hypothesis

H1 : μA > μB.
Let the level of significance α ¼ 0.05.

Under the given conditions we apply

Cochran’s approximation to Fisher–Berhans

problem. Thus, the test statistic is given by

t ¼ x� yffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s21
n1

þ s22
n2

s ;
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which is then compared with the value of

t� ¼ t1s
2
1=n1 þ t2s

2
2=n2

s21=nþ s22=n2

and appropriate decision is taken.

We have

t ¼ x� yffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s21
n1

þ s22
n2

s ¼ 185� 175ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
100

7
þ 64

8

r ¼ 10

4:721
¼ 2:118:

The table values of t at upper 5% level of

significance with (n1 � 1¼)6 d.f. and (n2 � 1¼)

7 d.f. are 1.943 and 1.895, respectively. So

t� ¼ 1:943� 100=7þ 1:895� 64=8

100=7þ 64=8
¼ 42:917

22:286

¼ 1:926:

Now the tcal > t�, hence we can reject the null

hypothesis, that is, H1 is accepted. That means

we conclude that the body weight of breed A is

greater than that of breed B.

10. To Test Equality of Two Population Means

Under the Given Condition of Unknown
Population Variances from a Bivariate

Normal Population

Let (x1,y1), (x2,y2), (x3,y3), . . ., (xn,yn) be n
pairs of observations in a random sample

drawn from a bivariate normal distribution

with parameters μX; μy; σ
2
X; σ

2
y and ρ where

μX and μy are the means and σ2X; σ
2
y are the

variances and ρ is the population correlation

coefficient between X and Y.
So to test the null hypothesis H0 : μX ¼ μy
i:e:H0 : μX � μy ¼ μd ¼ 0, we have the test

statistic

t ¼ d
sdffiffiffi
n

p
with ðn� 1Þd:f:; where d ¼ 1

n

Xn
i¼1

di

¼ 1

n

Xn
i¼1

ðxi � yiÞ and sd
2

¼ 1

n� 1

Xn
i¼1

di � d
� �2

:

This t is known as paired t-test statistic and

the test is known as paired t-test.
The table value of t at (n � 1) d.f. for α level

of significance will be compared with the

calculated value of t for arriving at definite

conclusion according to the nature of alter-

native hypothesis.

Example 9.10. To test whether a specific artifi-

cial hormonal spray has effect on fruit weight of

papaya, initial and final weights from a sample of

eight plants of a particular variety of papaya were

taken at an interval of 15 days of spray.

Solution. Let x represent the initial weight

and y the final weight. So x � y ¼ d. Assuming

that X and Y follow a bivariate normal distri-

bution with parameters μx; μy; σx; σy; and ρxy,

we want to test

H0 : μx ¼ μy against

H1 : μx < μy: The test statistic under H0 is t

¼ d

sd=
ffiffiffi
n

p with ðn� 1Þd:f:

So �d ¼ �104:75 and

Initial wt (g) X 114 113 119 116 119 116 117 118

Final wt (g) Y 220 217 226 221 223 221 218 224

X � Y (d) �106 �104 �107 �105 �104 �105 �101 �106

Initial

wt (g)

114 113 119 116 119 116 117 118

Final

wt(g)

220 217 226 221 223 221 218 224
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Sd ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1

ð8� 1Þ
X

di
2 � 8:�d

2
h is

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

ð7Þ 87804:0� 87780:5½ �
s

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

7
� 23:5

r
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
33:571

p
¼ 1:832:

So t ¼
�d

sd=
ffiffiffi
n

p ¼ �104:75

1:832=
ffiffiffi
8

p ¼ �104:75

0:648

¼ �161:651:

From the table value, we have t0:95;7 ¼
�1:895 and t:99;7 ¼ �2:998: The calculated

value of t is less than the table value at both the

level of significance. Hence, the test is significant

at 1% level of significance. So we reject the null

hypothesis H0 : μx ¼ μy and accept H1 : μx < μy.

That is, there was significant effect of hormone

spray on fruit weight of papaya.

11. To Test for Significance of Population Cor-

relation Coefficient, That Is, H0: ρ ¼ 0

Against H1 : ρ 6¼ 0

The test statistic under H0 will be t ¼
r
ffiffiffiffiffiffiffiffiffiffiffi
n� 2

p
=
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� r2

p
at (n � 2) d.f. where r is

the sample correlation coefficient between X

and Y, the two variables considered.

If the calculated value of tj j is less than the

tabulated value of t at (n � 2) d.f. for upper

α 2= level of significance, we cannot reject

the null hypothesis; that is, sample correla-

tion coefficient is not significantly different

from zero or the variables are uncorrelated.

Otherwise we reject the null hypothesis, and

sample correlation coefficient is significant

to the population correlation coefficient b not

zero and the variables have significant corre-

lation between them.

Example 9.11. The correlation coefficient

between the age and lactation duration of 20

breeds of Indian cows is found to be 0.850. Test

for the existence of correlation between these

two characters in Indian cows using 1% level of

significance.

Solution. Under the given information, we want

to test H0 : ρ ¼ 0 against H1 : ρ 6¼ 0: The test

statistic is given by

t ¼ r
ffiffiffiffiffiffiffiffiffiffiffi
n� 2

pffiffiffiffiffiffiffiffiffiffiffiffiffi
1� r2

p with ðn� 2Þd:f:

Given that r ¼ 0.850, n ¼ 20, so

t ¼ 0:85
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffið20� 2Þpffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� ð0:85Þ2
q ¼ 0:85� ffiffiffiffiffi

18
pffiffiffiffiffiffiffiffiffiffiffiffiffiffi

0:2775
p ¼ 6:846:

The table value of t0:005;18 ¼ 2:878. Since

tj j> table t0:005;18, that is, 6.846 > 2.878, so the

null hypothesis H0 : ρ ¼ 0 is rejected, we accept

H1 : ρ 6¼ 0: So we can conclude that the age and

lactation period in Indian cows are correlated.

12. Test for Equality of Two Population Vari-

ances from a Bivariate Normal Distribution
The null hypothesis for testing the equality

of two variances is H0 : σ2X ¼ σ2y .

Let us derive two new variables U and V

such that U ¼ X + Y and V ¼ X � Y. So

the Cov(U,V) ¼ Cov(X + Y, X � Y) ¼
σ2X � σ2y . Under the null hypothesis

H0 : σ2X ¼ σ2y , Cov(U,V) ¼ 0, and thus U

and V are two normal variates with correla-

tion coefficient ρUV ¼ 0 when H0 is true.

Hence, H0: σ2X ¼ σ2y is equivalent to test H0:

ρUV ¼ 0.

As usual the test statistic is given by

t ¼ ruv
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðn� 2Þp ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� ruv2
p�

with ðn� 2Þ d:f;
where ruv is the sample correlation coeffi-

cient between u and v.

Example 9.12. To test whether a specific artificial

hormonal spray has effect on variability of fruit

weight of papaya, initial and final weights from a

sample of eight plants of a particular variety of

papayawere taken at an interval of 15 days of spray.

Initial wt (g) 114 113 119 116 119 116 117 118

Final wt (g) 220 217 226 221 223 221 218 224

Solution. To work out the significant differences

in variability of fruit weights before and after
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spraying, the null hypothesis would be H0 : σx ¼
σy against H0 : σx 6¼ σy. This is equivalent to test

ρuv ¼ 0 where u and v are x + y and x � y,

respectively. The test statistic for the same will be

t ¼ ruvffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ruv2

p ffiffiffiffiffiffiffiffiffiffiffi
n� 2

p
with ðn� 2Þ d:f:

We have

;ruv ¼
P

uv� nuvffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
u2 � nu2

� � P
v2 � nv2

� �q ¼ �0:4647:

Thus, t ¼ �0:4647
ffiffiffiffiffiffiffiffiffiffiffi
8� 2

pffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ð�0:4647Þ2

q ¼ �1:2855 at 6 d:f:

From the table we get t0:025;6 ¼ 2:447. Thus,

the observed value of tj j is less than the table

value. That is, tcalj j< ttab. So we cannot reject the

null hypothesis of equality of variances.

13. Test for Significance and Regression Coeffi-
cient in a Simple Linear Regression.

To test the H0: b ¼ 0, we have the test sta-

tistic t ¼ b SEðbÞ= with n � 1 d.f.: if the

calculated value of H � tabðn�1Þ d:f: at α2
level of significance, then it cannot be

rejected; otherwise t is rejected.

Example 9.13. The relation between yield and

expenditure on plant protection measure was

found to be Y ¼ 15.6 + 0.8 PP with standard

error estimates for the intercept and the regres-

sion coefficients being 6.2 and 0.625, respec-

tively, from ten varieties of paddy. Test for

significance of regression coefficient of plant

protection.

Solution. To rest the H0: b ¼ 0 the test statistic

is t ¼ b SEðbÞ= ¼ 0:8 0:625= ¼ 1:28. The table

value of t statistic at 5% level of significance is

greater than the table value. Hence, the test is

nonsignificant and the null hypothesis cannot

be rejected. We conclude that population regres-

sion coefficient may be zero.

14. Test for Significance of the Population
Multiple Correlation Coefficients

Let there be p variables ðx1; x2; . . . xpÞ
following a p-variate normal distribution and

the multiple correlation of x1 on x2; x3; . . . xp
be given by ρ12:34;...p and the corresponding

sample multiple correlation coefficient being

R1:2;3;...p based on a random sample of size n.

The problem is to test whether the population

multiple correlation is zero or not, that is, to

test H0 : ρ1:2;3;...;p ¼ 0 against the alternative

hypothesis H1 : ρ1: 2; 3;...;p > 0. Under H0 the

test statistic is

F ¼ R2
1:23...p ðp� 1Þ=

1� R2
1:23...p

� � ðn� pÞ=

with ðp� 1; n� pÞd:f:

If cal F>Fα; p�1;n�p, then H0 is rejected, else

it is accepted}.

It is noted that in this problem, alternative

hypothesis is always one sided (right)

because ρ12: 3;4;...;p cannot be negative.

Example 9.14. In a yield component analysis,

the relationship of yield with five-yield compo-

nent was worked out for 20 plants. The multiple

correlation coefficients were found to be 0.98.

Test for significance of multiple correlation

coefficients.

X : 114 113 119 116 119 116 117 118

Y : 220 217 226 221 223 221 218 224

U ¼ (X + Y): 334 330 345 337 342 337 335 342

V ¼ (X � Y): �106 �104 �107 �105 �104 �105 �101 �106
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Solution. Under the given situation, we are to

test H0 : ρ1:2;3;...;p ¼ 0 against H1 : ρ1:2;3;...;p > 0.

Given that n ¼ 20 and p ¼ 6, so the appropri-

ate test statistic would be

F ¼ R2
1:23...p ðp� 1Þ=

1� R2
1:23...p

� � ðn� pÞ=
¼ 0:982 ð6� 1Þ=

1� 0:982ð Þ ð20� 6Þ=

¼ 67:2 with ð6� 1; 20� 6Þd:f:
Cal F>F0:05; 5;14; H0 is rejected:

15. Test for Significance of Population Partial

Correlation Coefficient

With the above variable consideration of

multiple correlations, let ρ21:34...p be the par-

tial correlation coefficient of x1 and x2 after

eliminating the effect of x3; x4; . . . xp, and the

corresponding sample partial correlation

coefficient from a random sample of size n

is given by r12:34...p.

The test statistic for H0 : ρ12:34...p ¼ 0 is

t ¼ r12:34...p
ffiffiffiffiffiffiffiffiffiffiffi
n� p

pffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� r212:34...p

p with ðn� pÞd:f:

Decision on rejection/acceptance of null

hypothesis is taken on the basis of compari-

son of the calculated value of t with that of

table value of t at (n � p) d.f. for α level of

significance.

Example 9.15. During yield component analysis

in ginger, the partial correlation coefficient of

yield (X1) with the weight of primary finger

(X3) was found to be 0.609, eliminating the

effects of no. of tillers (X2), no. of secondary

finger (X4), and finger (X5). Again the multiple

correlation coefficient of yield (X1) on all other

four components was found to be 0.85 from a

sample of 40 plants drawn at random. Test for

significant difference for both partial correlation

coefficient and multiple correlation coefficients

from zero.

Solution. Given that n ¼ 40, number of vari-

ables (p) ¼ 5, r13:245 ¼ 0:609; and R1:2345 ¼
0:85. Let us take α ¼ 0:01.

(a) The test statistic for H0 : ρ13:245 ¼ 0

against H0 : ρ13:245 6¼ 0 is t ¼ r13:245
ffiffiffiffiffiffi
n�p

pffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1�r213:245

p ¼
0:609

ffiffiffiffi
35

pffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1�0:6092

p ¼ 4:543with (40 � 5¼) 35 d.f.

From the table, we have t0.005,35 ¼ 2.725.

Since the calculated tj j> 2:725, so the null

hypothesis of zero partial correlation coeffi-

cient between yield and weight of primary

figure is rejected.

(b) The test statistic under H0 : ρ1:2345 ¼ 0

against H0 : ρ1:2345 > 0 is given by

F ¼ R2
1:2345 ðp� 1Þ=

1� R2
1:2345ð Þ ðn� pÞ=

¼ ð0:85Þ2 4=

1� 0:852ð Þ 35=
¼ 0:181

0:00793
¼ 22:8247:

The calculated value of F is greater than the

table value of F0.01;4,35 , so the test is signifi-

cant and the null hypothesis of zero multiple

correlation coefficient is rejected. That

means the population multiple correlation

coefficient differs significantly from zero.

9.4 Large Sample Test

Large sample tests are based on the followings

facets:

1. Any sample having sample size more than 30

is treated as large.

2. If a random sample of size n is drawn from

an arbitrary population with mean μ and vari-

ance σ2 and any statistic be t with mean E(t)

and variance V(t), then t is asymptotically

normally distributed with mean E(t) and vari-

ance V(t) as n gets larger and larger, that is,

t ~ N(E(t),V(t)) as n ! 1. The standard

normal variate is

τ ¼ t� EðtÞffiffiffiffiffiffiffiffiffi
VðtÞp 	 Nð0; 1Þ:

Let us now discuss some of the important and

mostly used tests under this large sample test.
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1. Test for specified value of population mean

2. Test of significance between two means:

(a) Under the given condition σ12 ¼ σ22 ¼
σ2ðunknownÞ.

(b) Under the given condition of σ12 6¼ σ22

and both being unknown.

3. Test for significance of specified popula-
tion standard deviation

4. Test of significant difference between two

standard deviations
5. Test for significance of specified popula-

tion proportion

6. Test for equality of two population
proportions

7. χ2 test

1. Test for Specified Value of Population Mean

Let a sample x1, x2, . . ., xn be drawn at random

from a population with mean μ and variance

σ2 such that the size of the sample is n 
 30.

To test that whether the population mean

μ ¼ μ0, a specified value under (1) the popu-

lation variance σ2 known and (2) the unknown
population variance σ2 is the test statistics are

(a) τ ¼ x�μ0
σ=
ffiffi
n

p , when σ2 is known and

(b) τ ¼ x�μ0
sn=
ffiffi
n

p , when σ2 is unknown,

where s2n ¼ 1
n

Pn
i¼1 xi � xð Þ2 is the sample

variance.

For acceptance or rejection of H0, we have to

compare the calculated value of τ with the

appropriate table value, keeping in view the

alternative hypotheses.

Example 9.16. A manufacturing company

claims that the average monthly salary of the

company is $3,000. To test this claim, a sample

of 64 employees were examined and found that

the average monthly salary was $2,890 with var-

iance 256 h. Test whether the claim is justified or

not using 5% level of significance.

Solution. Given that (1) the sample is large

n (¼ 64 > 30).

(2) Sample mean (x) ¼ 2,890 and sample

variance ¼ 256.

(3) Population variance is unknown.

We want to test

H0: μ ¼ 3,000 h against

H1: μ 6¼ 3,000 h.

The approximate test statistic under the given

condition is

τ ¼ x� μ0
snffiffiffi
n

p
¼ 2; 890� 3; 000

16ffiffiffiffiffi
64

p
¼ �110

16=8
¼ �55:00:

Thus, the calculated value of τj j, that is, 55.00,
is greater than the table value of τ0:025 ¼ 1:96;

the test is significant and the null hypothesis is

rejected. So we conclude that the claim of the

manufacturer is not justified.

Example 9.17. The manufacturer of certain

brand of water pump claims that the pump

manufactured by this company will fill a 1,000-l

water tank within 8 min with a variance of

9 min2. To test the claim, 36 pumps were exam-

ined and found that the average time taken to fill

tank is 10 min with s.d. 2.5 min. Conclude

whether the claim is justified or not.

Solution. Given that (1) population mean (μ) ¼
8 min and variance (σ2) ¼ 9 min2.

(2) Sample size (n) ¼ 36, x ¼ 10 min, and

sn ¼ 2.5 min.

Thus, under the given condition, the null

hypothesis is

H0: μ ¼ 8 min against

H1: μ > 8 min.

The test statistic is

τ ¼ x� μ0
σ=

ffiffiffi
n

p

which follows a standard normal distribution.

The calculated value of

τ ¼ 10� 8

3=
ffiffiffiffiffi
36

p ¼ 2

3=6
¼ 4:

The calculated value of τj j ¼ 4:00 is greater

than τ0:025 ¼ 1:96. So the test is significant and

the null hypothesis is rejected. Thus, we reject
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the claim that the pumps manufactured by the

company fill a 1,000-l water tank in 8 min.

2. Test of Significance Between Two Means

Two large samples x11; x12; . . . ; x1n1ð Þ and
x21; x22; . . . ; x2n2ð Þ of sizes n1 and n2
with means x1 and x2 and variancess2

n1
and

s2
n2

are drawn independently at random from

two populations with means μ1 and μ2 and

variances σ12 and σ22, respectively.
As two large samples are drawn indepen-

dently from two population so x1 	
N μ1;

σ12

n1

� �
and x2 	 N μ2;

σ22

n2

� �
.

So to test H0 : μ1 ¼ μ2, the test statistic is

τ ¼ x1 � x2ð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
σ12

n1
þ σ22

n2

s ;

which follows the distribution of a standard

normal variate with mean zero and unit

variance.

When population variance are unknown,

then these are replaced by respective sample

variances s2n1 and s2n2. If both the population

variances are equal and unknown, then esti-

mate of common population variance is

given by

σ̂2 ¼ n1sn1
2 þ n2sn2

2

n1 þ n2
:

Thus, the test statistic under σ12 ¼ σ22 ¼ σ2

(unknown) comes out to be

τ ¼ x1 � x2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
σ̂2

1

n1
þ 1

n2

� 	s

which follows N(0, 1).

Example 9.18. A flower exporter is to select

large quantity of cut flowers from two lots of

flowers type A and B. To test the vase life of

cut flowers he took 100 flower sticks from each

type and found that the average vase life of two

types of flowers sticks were 72 and 68 h with

8 and 9 h standard deviations, respectively.

Assuming that (1) both the types of flowers

have the same variability and (2) different

variabilities, test whether the vase life of type A

is better than type B or not.

Solution. Given that:

Type Mean S.D. Sample size

A 72 h 8 h 100

B 68 h 9 h 100

(a) Under the given condition σ12 ¼ σ22 ¼
σ2ðunknownÞ and the null hypothesis H0:

vase life of two type of flowers are equal

against H1 : vase life of type A > vase life

of type B. So the test statistic under H0 is

τ ¼ x1 � x2ffiffiffiffiffi
σ2
^

q
1

n1
þ 1

n2

� 	 	 Nð0; 1Þ;

where

σ2
^
¼ n1sn1

2 þ n2sn2
2

n1 þ n2
¼ 100� 82 þ 100� 92

100þ 100

¼ 100ð64þ 81Þ
200

¼ 145

2
:

So,

τ ¼ 72� 68ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
145

2

1

100
þ 1

100

� 	s ¼ 4ffiffiffiffiffiffiffiffiffi
1:45

p ¼ 3:322:

Let the level of significance be α ¼ 0.05.

This is a one-tailed test. Since the cal

τ> τ0:05 ¼ 1:645, the test is significant, we

reject the null hypothesis and accept the

alternative hypothesis H1 : Vase life of

type A is more than that of type B.

(b) Under the given condition of σ12 6¼ σ22 and
both being unknown. The null hypothesis and
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the alternative hypothesis remain the same,

that is,

H0 : Vase life of two types of flowers are same:

H1 : Vase life of type A> vase life of type B;

that is; H0 : μ1 ¼ μ2
H1 : μ1 > μ2:

Let the level of significance be α ¼ 0.05;

being a one-sided test, the critical value is

1.645 for standard normal variate τ. The test
statistic is

τ ¼ �x1 � �x2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sn1

2

n1
þ sn2

2

n2

s 	 Nð0; 1Þ:

Thus,

τ ¼ 72� 68ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
64

100
þ 81

100

r ¼ 4ffiffiffiffiffiffiffiffi
145

100

r ¼ 4ffiffiffiffiffiffiffiffiffi
1:45

p

¼ 4

1:204
¼ 3:322:

Since the cal τ> 1:645, so the test is

significant, we reject the null hypothesis

and accept the alternative hypothesis H1 :

vase life of type A is more than that of type

B.

3. Test for Significance of Specified Population

Standard Deviation
Let (x1, x2, . . ., xn) be a large sample of size n

drawn randomly from a population with vari-

ance σ2. The sampling distribution of the sam-

ple s.d. sn follows an approximately normal

distribution with mean E snð Þ ¼ σ and vari-

ance V snð Þ ¼ σ2

2n as the sample size n tends to

infinity. Thus, as n ! 1; sn 	 N σ; σ
2

2n

� �
.

Our objective is to test H0 : σ ¼ σ0:

To test the above null hypothesis, we have the

following approximate test statistic

τ ¼ sn � σ0ffiffiffiffiffi
σ20
2n

r

which is a standard normal variate with mean

zero and variance unity.

For acceptance or rejection of H0, we have to

compare the calculated value of τ with the

appropriate table value keeping in view the

alternative hypotheses.

Example 9.19. To test the variability in vase life

of a cut flower, a sample of 100 cut flowers gives

s.d. 8.5 h. Can we conclude that the vase life of

the cut flower has the variability of 65 h2?

Solution. Given that the sample is large of size

(n) 100. The population variance is assumed to

be 65 h2, and s.d. of the sample is 8.5 h. Under

the given condition, the null hypothesis is the

population s.d. ¼ ffiffiffiffiffi
65

p
h.

That is, H0 : σ ¼ 8:06 against H1 : σ0 6¼ 8:06.

The test statistic for the above null hypothesis is

τ ¼ sn � σ0ffiffiffiffiffi
σ2

0

2n

r ¼ 8:5� 8:06ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
65

ð2� 100Þ
r ¼ 0:44

0:57
¼ 0:77:

Let the level of significance be α ¼ 0.05, and

the corresponding critical value of τ (standard

normal variate) is 1.96. So the calculated value

of τj j < tabulated value of τ (1.96). The test is

nonsignificant and the null hypothesis cannot be

rejected. Hence, the population variance of vase

life of the cut flower under consideration can

be taken as 65 h2.

4. Test of Significant Difference Between Two
Standard Deviations

Let us draw two independent samples x11;ð
x12; . . . ; x1n1Þ and x21; x22; . . . ; x2n2ð Þ of sizes

n1 and n2 with means x1; x2 and variance sn1
2;

sn2
2 from two populations with variances σ12

and σ22, respectively.
For a large sample, both sn1 and sn2 are

distributed as sn1 	 N σ1,
σ12

2n1

� �
and sn2 	

N σ2,
σ22

2n2

� �
.

Now, E sn1�sn2ð Þ ¼ Eðsn1Þ � Eðsn2Þ ¼ σ1�σ2
and

SE sn1 � sn2ð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V sn1 � sn2ð Þ

p
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
σ21
2n1

þ σ22
2n2

s
:
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As the samples are large, so sn1 � sn2ð Þ 	 N

σ1 � σ2;
σ2
1

2n1
þ σ2

2

2n2

� �
.

To test the equality of two standard deviations

σ1 and σ2, that is, for null hypothesis

H0 : σ1 ¼ σ2.
The test statistic is

τ ¼ sn1 � sn2ð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
σ12

2n1
þ σ22

2n2

s :

In practice, σ12 and σ22 are unknown, and for

large samples, σ12 and σ22 are replaced by the
corresponding sample variances. Hence, the

test statistic becomes

τ ¼ sn1 � sn2ð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s2n1
2n1

þ s2n2
2n2

� 	s ;

which is a standard normal variate.

Example 9.20. The following table gives the

features of two independent random samples

drawn from two populations. Test whether the

variability of the two are the same or not.

Sample Size Mean yield (q\ha) S.D.

1 56 25.6 5.3

2 45 20.2 4.6

Solution. Let the variability be measured in

terms of standard deviation. So under the given

condition we are to test

H0 : The standard deviations are equal against

H1 : The standard deviations are not equal; that is,

H0 : σ1 ¼ σ2 against

H1 : σ1 6¼ σ2:

Let the level of significance beα ¼ 0:05:

Under the above null hypothesis, the test sta-

tistic is

τ ¼ sn1 � sn2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sn1

2

2n1
þ sn2

2

2n2

s 	 Nð0; 1Þ;¼ 5:3� 4:6ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
5:32

112
þ 4:62

90

r

¼ 0:7

0:6971
¼ 1:004:

So the test is nonsignificant and the null

hypothesis cannot be rejected. We conclude that

the variabilities (measured in terms of s.d.) in

two populations are the same.

5. Test for Significance of Specified Population
Proportion

To test the hypothesis H0 : P ¼ P0 (where P0

is the specified population proportion value

with respect to a particular character), the

test statistics would be

τ ¼ P� P0ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
P0ð1� P0Þ

n

r 	 Nð0; 1Þ:

Example 9.21. Assumed that 10% of the

students fail in mathematics. To test the assump-

tion, randomly selected sample of 50 students

were examined and found that 44 of them are

good. Test whether the assumption is justified or

not at 5% level of significance.

Solution. The null hypothesis will be that the

proportion of passed students is 0.9, that is,

H0 : P ¼ 0:9, against the alternative hypothesis

H1 : P 6¼ 0:9. The test statistic is

τ ¼ P� P0ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
P0ð1� P0Þ

n

r ¼ 0:88� 0:90ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:90� 0:10

50

r ¼ �0:41716:

The calculated value of τj j is less than the

tabulated value of τ at upper 2.5% level of sig-

nificance. So the test is nonsignificant and we

cannot reject the null hypothesis. That means

we conclude that the 10% of the students failed

in mathematics.

6. Test for Equality of Two Population

Proportions

To test the equality of two population propor-

tions, that is, H0 : P1 ¼ P2 ¼ P (known), the

appropriate test statistic is

τ ¼ p1 � p2ð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pð1� PÞ

n1
þ Pð1� PÞ

n2

r :

If the value of P is unknown, we replace P

by its unbiased estimator P
^ ¼ n1p1 þ n2p2

n1 þ n2
based on both the samples. Thus,
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τ ¼ p1 � p2ð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
P
^

1� P
^� 	

1

n1
þ 1

n2

� 	s :

Example 9.22. From two large samples of 500

and 600 of electric bulbs, 30 and 25%, respec-

tively, are found to be defective. Can we con-

clude that the proportions of defective bulbs are

equal in both the lots?

Solution. Under the given condition, the null

hypothesis isH0 : P1 ¼ P2 against the alternative

hypothesis H1 : P1 6¼ P2.

That means there exists no significant differ-

ence between the two proportions against the

existence of significant difference.

Let the level of significance be α ¼ 0.05,

and the test statistic for the above null

hypothesis is

τ ¼ p1 � p2ð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
P̂ð1� P̂Þ 1

n1
þ 1

n2

� 	s ; where P̂ ¼ n1p1 þ n2p2
n1 þ n2

¼ 500� 0:3þ 600� 0:25

500þ 600
¼ 3

11

nτ ¼ 0:3� 0:25ð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3

11
� 8

11

1

500
þ 1

600

� 	s ¼ 0:05

0:02697
¼ 1:8539:

Since the calculated value of τj j is less than
the tabulated value of τ (1.96), we have to

accept the null hypothesis and conclude that

proportions of damaged bulbs are equal in both

the lots.

7. χ2 Test
The χ2 test is one of the most important

and widely used tests in testing of hypo-

thesis. It is used both in parametric and in

nonparametric tests. Some of the impor-

tant uses of χ2 test are testing equality of

proportions, testing homogeneity or signifi-

cance of population variance, test for good-

ness of fit, tests for association between

attributes, etc.

(a) χ2 Test for Equality of k(
2) Population

Proportions
Let X1,X2,X3, . . ., Xk be independent ran-

dom variables with Xi ~ B(ni,Pi), i ¼ 1, 2,

3, . . ., k; k 
 2. The random variable

Xk
i¼1

Xi � niPiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
niPið1� PiÞ

p
( )2

is distributed as χ2 with k d.f. as n1, n2, n3,
. . ., nk ! 1.

To test H0 : P1 ¼ P2 ¼ P3 ¼ � � � ¼ Pk ¼
P ðknownÞ against all alternatives, the

test statistic is

χ2 ¼
Xk
i¼1

xi � niPffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
niPð1� PÞp

( )2

with k d:f:;

and if cal χ2 > χ2α;k; we reject Ho:

In practice P will be unknown. The unbi-

ased estimate of P is

P̂ ¼ x1 þ x2 þ � � � þ xk
n1 þ n2 þ � � � þ nk

: Then the statistic

χ2 ¼
Xk
i¼1

xi � niP̂ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
niP̂ð1� P̂Þ

q
0
B@

1
CA

2

is asymptotically χ2 with (k � 1) d.f.

If cal χ2 > χ2α;k�1, we reject H0 : P1 ¼
P2 ¼ P3 ¼ � � � ¼ Pk ¼ P ðunknownÞ.
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In particular when k ¼ 2; χ2 ¼ x1 � n1P̂
� �2
n1P̂ 1� P̂
� � þ x2 � n2P̂

� �2
n2P̂ 1� P̂
� � :

Since P̂ ¼ x1 þ x2
n1 þ n2

, on simplification; we get

χ2 ¼ p1 � p2ð Þ2

P̂ 1� P̂
� � 1

n1
þ 1

n2

� 	 with 1 d:f: which is equivalent to

τ ¼ p1 � p2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
P̂ 1� P̂
� � 1

n1
þ 1

n2

� 	s for testing H0 : P1 ¼ P2 ¼ P ðunknownÞ provided in test 6:

(b) χ2 Bartlett’s Test for Homogeneity of
Variances

Proposed by Bartlett also known as

Bartlett’s test for homogeneity of

variances. When experiments are repeated

in several seasons/places/years, pooling

the data becomes necessary; test for

homogeneity of variance is necessary

before pooling the data of such

experiments. When more than two sets

of experimental data are required to be

pooled, then homogeneity of variance

test through F statistic as mentioned ear-

lier does not serve the purpose. Bartlett’s

test for homogeneity of variances is

essentially a χ2 test. We suppose that we

have k samples (k > 2) and that for the ith

sample of size ni , the observed values are

xij (j ¼ 1, 2, 3, 4, . . ., ni; i ¼ 1, 2, 3, . . ., k).
We also assume that all the samples are

independent and come from the normal

populations with means μ1; μ1; μ1; . . . ;
μk and variances σ21; σ

2
2; σ

2
3; . . . ; σ

2
k . To

test the null hypothesis H0 : σ21 ¼ σ22 ¼
� � � ¼ σ2k ¼ σ2; sayð Þ against the alterna-

tive hypothesis H1 is that these variances

are not all equal, the approximate test sta-

tistic is

χ2k�1 ¼
Pk
i¼1

ðni � 1Þloge
s2

si2


 �

1þ 1

3ðk � 1Þ
Xk
i¼1

1

ðni � 1Þ �
1Pk

i¼1

ðni � 1Þ

8>>><
>>>:

9>>>=
>>>;

2
6664

where

s2i ¼
1

ni � 1

Xni
j¼1

xij � xi
� �2 ¼ sample mean square for the ith sample ði ¼ 1; 2; 3; . . . kÞ,

and s2 ¼
Pk
i¼1

ðni � 1ÞðsiÞ2

Pk
i¼1

ðni � 1Þ
:

If cal χ2 > χ2α;k�1;H0 is rejected.
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Example 9.23. An experiment with the same

protocol was practiced in three consecutive

seasons for a particular variety of wheat. The

following table gives the error mean squares

along with degrees of freedom for three seasons.

Test whether pooling of data from the three

experiments can be done or not.

Season d.f. Error mean square

Season 1 15 380

Season 2 12 320

Season 3 12 412

Solution. The error mean squares are the

estimates of the variances. So the null hypothesis

for the present problem is H0: Variances of the

three experiments conducted in three seasons

are homogeneous in nature, against the alter-

native hypothesis H1: Variances of the three

experiments conducted in three seasons are not

homogeneous in nature.

The test statistic is

χ2k�1 ¼
Pk
i¼1

ðni � 1Þ log s2

si2


 �

1þ 1

3ðk � 1Þ
Xk
i¼1

1

ðni � 1Þ �
1Pk

i¼1

ðni � 1Þ

8>>><
>>>:

9>>>=
>>>;

2
6664

¼
P3
i¼1

ðni � 1Þ log s2

si2


 �

1þ 1

3ð3� 1Þ
X3
i¼1

1

ðni � 1Þ �
1P3

i¼1

ðni � 1Þ

8>>><
>>>:

9>>>=
>>>;

2
6664

at 2 d:f:

Let the level of significance α ¼ 0:05:

Now s2 ¼ 1P3
i¼1

ðni � 1Þ

X3
i¼1

ðni � 1ÞðsiÞ2 ¼ 14484

39
¼ 371:385:

χ22 ¼
0:1976

1þ 1
6
0:2333� 1

39

�  ¼ 0:1976

1:0346
¼ 0:1910 with 2 d:f:

From the table, we have χ20:05;2 ¼ 5:99.

The calculated value of χ2 (0.1910) is less

than the table value of χ2
0:05;2

, hence we cannot

reject the null hypothesis. That means the

variances are homogeneous in nature. So we

can pool the information of three experiments.

(c) χ2 Test for Heterogeneity
When a null hypothesis is to be tested

for a large amount of test materials

(treatments), it becomes sometimes diffi-

cult to accommodate all the treatments

(testing materials) in one experiment.

For example, when we test hundreds of

germplasms to test a particular null

hypothesis, then it becomes almost impos-

sible to accommodate all these materials

in one experiment even in one experimen-

tal station. So we are forced to lay down

the experiment in different plots, some-

times in different experimental stations

having different environmental conditions

and sometimes being tested over dif-

ferent seasons. For example, we may be

ni � 1 s2i
(ni � 1) s2i (ni � 1) loge

s2

s2i
1

ni�1

15 380 5,700 �0.3440 0.0667

12 320 3,840 1.7870 0.0833

12 412 4,944 �1.2454 0.0833

Total 14,484 0.1976 0.2333
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interested to test the Mendel’s monohybrid

cross ratio (1:2:1) of F1 generation under

different experiments using χ2 test. Now

the question is whether all these informa-

tion from different experiments testing the

same null hypothesis can be pooled/added

to test for the theoretical ratio. χ2 test

for heterogeneity of variances based on

additive property of χ2 variates can be

used here.

Let us suppose we have p experimental

setup providing χ1
2; χ2

2; χ3
2; . . . χp

2 each

with (k � 1) d.f. The individual χ2 values

from p setup are added to get χs
2 with

p(k � 1) d.f. Then a χ2 value known as

χp
2 is calculated from the pooled sample

of all the p experiments with (k � 1) d.f.

Now the heterogeneity χ2 is calculated

as χh
2 ¼ χs

2 � χp
2 with p k � 1ð Þ�f

k � 1ð Þg ¼ p� 1ð Þ k � 1ð Þ d.f.
Decisions are taken by comparing the cal-

culated value of χ2 with table value of χ2

at upper level of significance with (p � 1)

(k � 1) degrees of freedom.

Example 9.24. Three sets of experiments were

conducted at three different places, and the fol-

lowing information are collected to check

whether the data follow Mendel’s monohybrid

cross ratio of 1:2:1 or not.

Places

Fruit shape

Long Medium Small

Place A 70 120 60

Place B 45 70 30

Place C 15 25 20

Solution. Under the given conditions, we are to

test (1) the validity of monohybrid cross ratio

with respect to fruit shape in all the three places

separately and (2) whether we can pool the χ2

values from different location to judge the valid-

ity of monohybrid cross ratio for fruit shape for

the given population.

1. The null hypothesis for the first problem is

H0: The ratio of different fruit shape in F1

generation follow 1:2:1 ratio in each

location against the alternative hypothesis

H1: The ratio of different fruit shape in F1

generation does not follow 1:2:1 ratio in

each location.

Under the given null hypothesis, the test

statistic is

χ22 ¼
X3
i¼1

ðObs� ExpÞ2
Exp

for each place:

Let the level of significance be α ¼ 0.05.

The χ22 value for each place are:

Place χ2 value d.f.

Place A 1.2 2

Place B 3.276 2

Place C 1.666 2

The χ22 table value at 5% level of signifi-

cance is 5.991. In all the places, the χ2

value obtained is less than the table value

of χ20:05;2 , so we can conclude that in all the

places, the null hypothesis cannot be

rejected. That means the experimental F1

generation data follow the theoretical ratio

1:2:1.

2. Our next objective is to work out the χ2

value for pooled data, that is, 130:215:110

:: long:medium:small and to test whether

homogeneity of variances is true for the

whole experiment or not. Thus, the null

hypothesis is that H0: Homogeneity of var-

iance exists against the alternative hypo-

thesis that homogeneity of variance does

not exist.

Let the level of significance be α ¼ 0.05.

The calculated value of χ2p for whole data is

3.426, and the sum of all the χ2 values

obtained in different places is 6.142.

Thus,

χh
2 ¼ χs

2 � χp
2with p� 1ð Þ k � 1ð Þ d:f:

¼ 6:142� 3:426 with 2� 2 ¼ 4 d:f:

¼ 2:715:

At 0.05 level of significance, the tabulated

χ2 value at 4 d.f. is 9.488. So the calculated
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value of χ2 is less than the tabulated value

of χ20:05;4, hence the test is nonsignificant and

the null hypothesis cannot be rejected. We

conclude that the results obtained indifferent

places are homogeneous in nature.

(d) χ2 Test for Goodness of Fit
In biological, agricultural, and other

applied sciences, there are several laws;

verification of these theoretical laws is

taken up in practical field. χ2 test for good-
ness of fit is a most widely used test. It is to

test the agreement between the theory and

practical. Now the agreement or disagree-

ment between the theoretical values

(expected) and observed values is being

judged through χ2 test for goodness of fit.
For example, to test whether the different

types of frequencies are in agreement with

Mendel’s respective theoretical

frequencies or not, different observed

frequencies are in agreement with the

expected frequencies in accordance with

different probability distributions or not.

Suppose a population is classified into k
mutually exclusive nominal like “male” or

“female” or may be interval of the domain

of some measured variable like height

groups. To test whether the cell

frequencies are in agreement with the

expected frequencies or not. In all these

cases, χ2 known as frequency χ2 or

Pearsonian chi-square is most useful.

1. χ2 Test for Goodness of Fit when Pop-
ulation Is Completely Specified

The problem is to test H0 : P1 ¼ P0
1;

P2¼P0
2;P3¼P0

3; . . . ;Pk¼P0
k ; where

P0
i ði ¼ 1; 2; 3; . . . kÞ are specified

values. The test statistic under H0 is

Xk
i¼1

Oi � nP0
i

� �2
nP0

i

¼
Xk
i¼1

Oi � eið Þ2
ei

¼
Xk
i¼1

Oið Þ2
nP0

i

� n

where ei¼expected frequency of the

ith class¼ nP0
i ði ¼ 1; 2; 3; . . . ; kÞ and

which is (in the limiting for as

n ! 1) distributed as χ2 with

(k � 1) d.f. If α be the level of signifi-

cance, then we reject H0 if cal

χ2 
 χ2α;k�1; otherwise we accept it.

Example 9.25. Two different types of tomato

(red and yellow) varieties were crossed, and in

F1 generation, 35, red; 40, yellow; and 70, mixed

(neither red nor yellow) types of plants are

obtained. Do the data agree with the theoretical

expectation of 1:2:1 ratio at 5% level of

significance?

Solution. Total frequency 35 + 40 + 70 ¼ 145.

The expected frequency for both red and yellow
145
4
� 1 ¼ 36:25~36, and mixed 145

4
� 2 ¼ 72:5~73.

H0: The observed frequencies support the theoretical frequencies; that is;P1 ¼ 1

4
;P2 ¼ 2

4
;P3 ¼ 1

4

against

H1: The observed frequencies do not follow the theoretical frequencies; that is;P
0
1 6¼

1

4
; P

0
2 6¼

2

4
;

P
0
3 6¼

1

4
:

Under H0 the test statistic is

χ2 ¼
Xk
i¼1

Oi � eið Þ2
ei

with k � 1d:f:

¼ 35� 36ð Þ2
36

þ 70� 73ð Þ2
73

þ 40� 36ð Þ2
36

¼ 1

36
þ 9

73
þ 16

36
¼ 0:596 with 2 d:f:

From the table, we have χ20:05;2 ¼ 5:991. So

the calculated value of χ2 is less than the table

value of χ2. Hence, we cannot reject the null

hypothesis. That means the data agree with the

theoretical ratio.

2. χ2 Test for Goodness of Fit When Some

Parameters of the Hypothetical Population

Are Unspecified
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An observed frequency distribution in a

sample may often be supposed to arise

from a true binomial, Poisson, normal, or

some other known type of distribution in

the population. In most cases in practice,

the hypothesis that we want to test is H0:

The sample has been drawn from a parent

population of certain type.

This hypothesis may be tested by compar-

ing the observed frequencies in various

classes with those which would be given

by the assumed theoretical distribution.

Usually the parameters of this distribution

may not be known but will have to be

estimated from the sample. The test statis-

tic under H0 is

χ2 ¼
Xk
i¼1

ðOi � eiÞ2
ei

¼
Xk
i¼1

ðOi � nP̂iÞ2
nP̂0

which is χ2 distribution with (k � s � 1)

d.f. where s(<k � 1) is the number of

parameters of this distribution to be

estimated from the sample and P̂i is the

estimated probability that a single item in

the sample falls in the ith class which is a

function of the estimated parameters. We

reject H0 if cal χ2 > χ2α;k�s�1, and otherwise

we accept it.

Example 9.26. While analyzing a set of data

following frequency (observed and expected) are

obtained by a group of students. Test whether the

data fitted well with the expected distribution

or not.

Class Observed frequency Expected frequency

2–4 2 1

4–6 4 7

6–8 26 28

8–10 60 56

10–12 62 58

12–14 29 31

14–16 4 9

16–18 4 1

Solution.

H0: The data fit well with the theoretical expec-

tation against

H1: The data do not fit well with the theoretical

expectation.

Let the level of significance be α ¼ 0.05. The

test statistic is given by

χ2 ¼
Xn
i¼1

Oi � Eið Þ2
Ei

at ðk � 2� 1Þ d:f:

¼ 14:896 at 5 d:f:

Class Obs. Exp. (Obs. � exp.)2/exp.

1 2 1 1

2 4 7 1.285714

3 26 28 0.142857

4 60 56 0.285714

5 62 58 0.275862

6 29 31 0.129032

7 4 9 2.777778

8 4 1 9

From the table, we have χ20:05;5 ¼ 11:07, that

is, the calculated value of χ2 is greater than the

table value of χ2. So the test is significant and the
data do not fit well with the expected distribution.

(e) χ2 Test for Independence of Attributes
A large number of statistical theories are

available which deal with quantitative

characters. χ2 test is one of the few avail-

able statistical tools dealing with qualita-

tive characters (attributes). χ2 test for

independence of attributes work out the

association or independence between the

qualitative characters like color, shape,

and texture which cannot be measured

but grouped. χ2 test for independence of

attributes helps in finding the dependence

or independence between such qualitative

characters from their joint frequency

distribution.

Let us suppose two attributes A and B

grouped into r (A1, A2, . . ., Ar) and
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s classes (B1, B2, . . ., Bs). The various cell

frequencies are expressed according to the

following table format known as “r � s”

manifold contingency table where (Ai) is

the frequency of the individual units

possessing the attribute Ai, (i ¼ 1, 2, 3,

. . ., r), (Bj) is the frequency of the individ-

ual units possessing the attribute Bj

(j ¼ 1, 2, 3, . . ., s), and (AiBj) is the fre-

quency of the individual units possessing

both the attributes Ai and Bj withPr
i¼1 ðAiÞ ¼

Ps
j¼1 ðBjÞ ¼ N, where N is

the total frequency.

1. Table 9.3

The problem is to test if the two

attributes A and B under consideration

are independent or not. Under the null

hypothesis H0: The attributes are inde-

pendent, the theoretical cell frequen-

cies are calculated as follows:

P Ai½ � ¼ probability that an individual unit possesses the attribute Ai ¼ ðAiÞ
N

; i ¼ 1; 2; . . . ; r;

P Bj

�  ¼ probability that an individual unit possesses the attribute Bj ¼ ðBjÞ
N

; j ¼ 1; 2; . . . ; s:

Since the attributes Ai and Bj are inde-

pendent, under null hypothesis, using

the theorem of compound probability

(Chap. 6), we get

P AiBj

�  ¼ probability that an individual unit possesses both the attributes Ai and Bj

¼ P Ai½ � P Bj

�  ¼ ðAiÞ
N

� ðBjÞ
N

; i ¼ 1; 2; 3; . . . ; r; j ¼ 1; 2; 3; . . . ; s and

AiBj

� �
e
¼ expected number of individual units possessing both the attributes Ai and Bj

¼ N: P AiBj

�  ¼ ðAiÞðBjÞ
N

AiBj

� �
e
¼ ðAiÞðBjÞ

N
; i ¼ 1; 2; 3; . . . ; r; j ¼ 1; 2; 3; . . . ; sð Þ

By using this formula, we can find out

the expected frequencies for each of

the cell frequencies (AiBj) (i ¼ 1, 2,

3, . . ., r; j ¼ 1, 2, 3, . . ..., s), under

the null hypothesis of independence

of attributes. The approximate test

statistic for the test of independence

of attributes is derived from the

Table 9.3 “r � s” contingency table

B
B1 B2 . . . Bj . . . Bs TotalA

A1 (A1B1) (A1B2) (A1Bj) (A1Bs) (A1)

A2 (A2B1) (A2B2) (A2Bj) (A2Bs) (A2)

. . .

Ai (AiB1) (AiB2) (AiBj) (AiBs) (Ai)

. . .

Ar (ArB1) (ArB2) (ArBj) (ArBs) (Ar)

Total (B1) (B2) (Bj) (Bs) N
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χ2 test for goodness of fit as given

below:

χ2 ¼
Xr
i¼1

Xs
j¼1

AiBj

� �
o
� AiBj

� �
e

n o2

AiBj

� �
e

2
64

3
75

¼
Xr
i¼1

Xs
j¼1

fij � eij
� �2

eij
: χ2ðr�1Þðs�1Þ

where

fij ¼ observed cell frequency of ith

row and jth column combination and

eij ¼ expected cell frequency of ith row
and jth column combination.

2. “2 � 2” χ2 Test
Under the special case, the r � s con-
tingency table becomes a 2 � 2 con-

tingency table, in which both the

attributes are classified into two groups

each. The test of independence of

attributes can be performed in the sim-

ilar way as in the case of r � s contin-
gency table. Moreover, the value of

χ2 can also be calculated directly from

the observed frequency table. Let us

suppose we have the following 2 � 2

contingency Table 9.4 as given below:

The formula for calculating χ2 value is

χ2 ¼ Nðad � bcÞ2
ðaþ cÞðbþ dÞðaþ bÞðcþ dÞ
	 χ2ð2�1Þð2�1Þ 	 χ21:

Now comparing the table value of χ2 at
1 degree of freedom at a prefixed α
level of significance with the calcu-

lated value of χ2, one can arrive at a

definite conclusion about the indepen-

dence of the two attributes.

Yates’s Correction
Validity of the χ2 depends on the con-

dition that the expected frequency in

each cell should be sufficiently large;

generally the expected frequency is

required to be at least five. One can

overcome the problem of lower cell

frequency by coalescing or merging

consecutive rows or columns. In

doing so, one has to compromise with

the basic concept of the classification

of the particular subject on hand. In a

2 � 2 table, the possibility of merging

cell frequencies is ruled out, rather we

adopt Yates’s corrected formula for

χ2 as given below:

χ21 ¼
ad � bcj j � N

2

� �2
N

ðaþ bÞðcþ dÞðaþ cÞðbþ dÞ ;

where N is the total frequency and a, b,

c, and d are as usual.

Example 9.27. The following table gives the

frequency distribution of education standard

and type occupation for 280 persons. Test

whether the type of occupation is independent

of education standard or not.

Cultivation Teaching

Govt.

service Others

HS 65 5 12 8

Graduation 35 25 15 10

Postgraduation 25 40 25 15

Solution. Under the given condition

H0: Educational standard and occupation are

independent against

H1: Educational standard and occupation are not

independent.

Under the given H0, the test statistic is

χ2ð3�1Þð3�1Þ ¼
Xr
i¼1

Xs
j¼1

AiBj

� �
o
� AiBj

� �
e

n o2

AiBj

� �
e

2
64

3
75

¼
Xr
i¼1

Xs
j¼1

fij � eij
� �2

eij
:

Table 9.4 “2 � 2” contingency table

Attribute B

Attribute A B1 B2 Total

A1 a b a + b

A2 c d c + d

Total a + c b + d a + b + c + d ¼ N
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Let the level of significance be α ¼ 0.05

We calculate the expected frequencies as

follows:

P AiBj

�  ¼ probability that an individual unit possesses both the attributes Ai and Bj

¼ P Ai½ � P Bj

� 
¼ ðAiÞ

N
� ðBjÞ
N

; i ¼ 1; 2; 3; . . . ; r; j ¼ 1; 2; 3; . . . ; s; and

AiBj

� �
e
¼ expected number of individual units possessing both the attributes Ai and Bj

¼ N: P AiBj

�  ¼ ðAiÞðBjÞ
N

:

As follows:

The expected frequencies are as follows:

Cultivation Teaching

Govt.

service Others

HS 40.1786 22.50 16.7143 10.6071

Graduation 37.9464 21.25 15.7857 10.0178

Postgraduation 46.8750 26.25 19.500 12.3750

So,

χ26 ¼
Xr
i¼1

Xs
j¼1

fij � eij
� �2

eij
¼ ð65� 40:1786Þ2

401786

þ ð5� 22:5Þ2
22:5

þ � � � þ ð15� 12:375Þ2
12:375

¼ 51:3642:

The table value of χ20:05;6 ¼ 12:592 is less than

the calculated value of χ2 . Hence, the test is

significant and the null hypothesis is rejected.

We can conclude that the two attributes, educa-

tional standard and the type of occupation, are

not independent of each other.

Example 9.28. The following table is pertaining

to classification of rice varieties classified into

grain shape and aroma. Test whether the taste

and aroma are independent of each other or not.

Grain shape

Aroma Long Dwarf

Aromatic 40 50

Nonaromatic 45 65

Solution. To test H0: Taste and aroma are inde-

pendent of each other against the alternative

hypothesis H1: Grain shape and aroma are not

independent of each other. The test statistic

follows a χ2 distribution with 1 d.f. Let the

level of significance be 0.05.

So

χ2 ¼ ðad � bcÞ2N
ðaþ bÞðcþ dÞðaþ cÞðbþ dÞ :

We don’t have to go for Yates’s correction.

From the above given information, we have

χ2 ¼ ð40� 65� 50� 45Þ2200
90� 110� 85� 115

¼ 0:2532:

The calculated value of χ2 is less than the

tabulated value of χ20:05;1 (3.84). So the test is

Groups Cultivation Teaching Govt. service Others Total

HS ¼ 90 � 125/280 ¼ 90 � 70/280 ¼ 90 � 52/280 ¼ 90 � 33/280 90

Graduation ¼ 85 � 125/280 ¼ 85 � 70/281 ¼ 85 � 52/281 ¼ 85 � 33/281 85

Postgraduation ¼ 105 � 125/280 ¼ 105 � 70/282 ¼ 105 � 52/282 ¼ 105 � 33/282 105

Total 125 70 52 33 280
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nonsignificant and the null hypothesis cannot be

rejected. That means the two attributes, namely,

the grain shape and aroma are independent of

each other.

Example 9.29. The following 2 � 2 table gives

the frequency distribution of rice varieties based

on two attributes, namely, shape of grain and the

aroma of rice. Test whether the two attributes are

independent or not.

Rice aroma

Grain type Scented Non-scented

Elongated 15 30

Short 3 42

Solution. Under the given condition, we are to

test whether the two attributes, namely, “aroma”

and “grain shape” in rice are independent of each

other or not.

So H0: Aroma and grain shape in rice are

independent of each other, against

H1: Aroma and grain shape in rice are not

independent of each other.

The test statistic for the problem will be

χ2 with 1 d.f. Seeing the data that a cell frequency
will be less than five, so we are to adopt the

formula for χ2 with Yates’s correction. Thus,

χcorr:
2 ¼

ad � bcj j � N

2

� 	2

N

ðaþ bÞðcþ dÞðaþ cÞðbþ dÞ

¼
15� 42� 30� 3j j � 90

2

� 	2

90

ð30þ 15Þð15þ 3Þð3þ 42Þð30þ 42Þ
¼ 8:402:

Let the level of significance be 0.05 and the

corresponding table value at 1 d.f. is 3.84. So the

calculated value of χcorr:
2 is more than the table

value of χ2 at 1 d.f. at 5% level of significance.

Hence, the test is significant and the null hypoth-

esis is rejected. We can conclude that the two

attributes, aroma and grain shape in rice, are not

independent of each other.

9.5 Nonparametric Tests

In parametric tests discussed so far, there is one

or more assumption about the population

behavior which is supposed to be valid under the

specific situation. In nonparametric tests instead

of the normality assumption, one assumes the

continuity of the distribution function and the

probability density function of the variable and

independence of the sample observations.

Nonparametric methods are synonymously

used as “distribution-free” methods, etc., as men-

tioned above but is nonparametric if the parent

distribution is dependent on some general assum-

ption like continuity. A distribution-free method

depends neither on the form nor on the para-

meters of the parent distribution.

Merits nonparametric methods are as follows:

1. Nonparametric statistical tests are exact

irrespective of the nature of the population

distribution.

2. For unknown population distribution and for

very small (say, 6) sample size, then tests are

useful.

3. Nonparametric tests are also available for a

sample made up of observations from differ-

ent populations.

4. Nonparametric tests are useful both for inher-

ent by ranked/qualified data and for the data

which are potential to be ranked from numer-

ical figure.

5. Data measured in nominal scales, mostly in

socioeconomic studies can also be put under

nonparametric tests.

Demerits of nonparametric methods:

1. Probability of type II error is more in nonpara-

metric method. If all the assumptions of the

parametric model are valid, then a parametric

test is superior.

2. Suitable non parametric method corres-

ponding to interaction effect estimation

through ANOVA is lacking.

3. Estimation of population parameters cannot

be done by non-parametric method.

4. Disregard the actual scale of measurement.

We discuss below some of the nonparametric

tests widely used in agriculture and allied field.

9.5.1 One-Sample Tests

1. Sign Test
For a random sample x1, x2, x3, . . . xn of

size n from a distribution with unknown
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median θ, we are to test H0: θ ¼ θ0 against

the alternative hypotheses ð1Þ θ 6¼ θ0;
ð2Þ θ> θ0; and ð3Þθ< θ0.
If θ0 be the median, then there will be equal

number of observations below and above the

value θ0. We denote the observations greater

than the θ0 with plus (+) signs and the

observations smaller than θ0 with minus (�)

signs and ignore the sample values equal to

the median. Let item be r plus (+) sign and

minus signs. Such that r + s ¼ m � n. Distri-

bution of r given r + s ¼ m is binomial with

probability ½. Thus, the above null hypothesis

becomes equivalent to testing H0: P ¼ 1/2,

where P ¼ P(x > θ0). One-tailed cumulative

binomial probabilities are given in Table A.9.

For H1: θ 6¼ θ0 the critical region for α

level of significance is given by r � r
0
α=2 and

r 
 rα=2 where r
0
α=2 and rα=2 are the largest

and smallest integer such that
Pr

0
α=2

r¼0

m

r

 !m

� α=2 and
Pm

r¼α=2

m

r

 !
1

2

� 	m

�

α=2. For H1: θ> θ0, the critical region for

α level of significance is given by r 
 rα;
where rα is the smallest integer such thatPm

r¼rα

m

r

 !
1
2

� �m � α: For H1: θ< θ0, the

critical region for ^α level of significance is

given by r � r
0
α where r

0
α is the larger integer

such that
Pm

r¼0

m

r

 !
1

2

� 	
� α:

Example 9.30. Test whether the median long

jump (θ) of a group of students is 10 ft or not at

5% level of significance from the following data

on long jumps.

Long jumps (feet): 11.2, 12.2, 10.0, 9, 13,

12.3, 9.3, 9.8, 10.8, 11, 11.6, 10.6, 8.5, 9.5, 9.8,

11.6, 9.7, 10.9, 9.2, 9.8

Solution. Let us first assign the signs to each of

the given observations as follows:

There are 10 (¼ r) plus (+) signs and 9 (¼ s)

minus (�) signs, and one observation is equal to

the median value and discarded. This r is a bino-

mial variate with parameter (m ¼ r + s ¼
20 � 1 ¼ 19) and P(¼ 1/2). Thus, testing of

H0 : θ ¼ 10 ft against H1 : θ 6¼ 10 ft is equiva-

lent to testing of H0: P ¼ ½ against H1: P 6¼ 1/2.

The critical region for α ¼ 0.05 (two-sided

test) is r 
 rα=2 and r � r0α=2 where r is the num-

ber of plus signs and rα=2 and r0α=2 are the smallest

and largest integer, respectively, such that
P19

rα=2

19

x

 !
1

2

� 	19

� α=2 and
Pr0

α=2

0

19

x

 !
1

2

� 	19

� α=2.
From the table we get r0:025 ¼ 14 and r00:025 ¼

4 for 19 distinct observations at p ¼ 1=2. For

this example we have 4/r ¼ 10 < 14, which

lies between 4 and 14, so we cannot reject the

null hypothesis at 5% level of significance, that

is, we conclude that the median of the long jump

can be taken as 10 ft.

[If total number of signs, that is, plus (+) signs

plus the minus (�) signs (i.e., r + s ¼ m), is

greater than 25, that is, m ¼ r + s > 25, then

normal approximation to binomial may be used,

and accordingly the probability of r or fewer

success will be tested with the statistic

τ ¼ r � rþs
2ffiffiffiffiffiffi

rþs
4

q ¼
r�s
2ffiffiffiffiffiffi
rþs

p
2

¼ r � sffiffiffiffiffiffiffiffiffiffi
r þ s

p .]

2. Test of Randomness
(a) One Sample Run Test

In socioeconomic or time series analysis,

the researchers often wants to know

whether the data point or observations

have changed following a definite pattern

or in a haphazard manner. One-sample run

test is used to test the hypothesis that a

sample is random. In other form, run test

is used to test the hypothesis that the given

sequence/arrangement is random.

A run is a sequence of letters (signs) of the

same kind bounded by letters (signs) of

Long jump 10 9 11.2 12.2 10 9 13 12.3 10.8 11 9.3 9.8

Signs � � + + � � + + + + � �
Long jump 8.5 9.5 11.6 10.6 8.5 9.5 9.8 11.6 9.2 9.8 9.7 10.9

Signs � � + + � � � + � + � �
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other kind. Let n1 ¼ the number of

elements of one kind and n2 be the number

of element of other kind. That is, n1 might

be the number of heads and n2 be the

number of tails, or n1 might be the number

of pluses and n2 might be the number of

minuses. n ¼ total number of observed

events, that is, n ¼ n1 + n2. To use the

one-sample run test, first we observe the

n1 and n2 events in the sequence in which

they occurred and determine the value of

r, the number of runs.

Let x1, x2, x3, . . . xn be a sample drawn

from a single population. At first we find

the median of the sample and we denote

observations below the median by a minus

sign and observations above the median

by plus signs. We discard the value equal

to the median. Then we count the number

of runs (r) of plus and minus signs. If both

n1 and n2 are equal to or less than 20, then

Table A.12 gives the critical value of r
under H0 for α ¼ 0:05: These are critical

values from the sampling distribution of r

under H0. If the observed value of r falls
between the critical values, we accept H0.

For large n1 and n2 or both the number of

runs below and above, the sample median

value is a random variable with mean

EðrÞ ¼ n

2
þ 1 and variance VarðrÞ

¼ nðn� 2Þ
4ðn� 1Þ :

This formula is exact when the n is even

and the r is normally distributed as the

number of observations n increases. That

means τ ¼ r�EðrÞffiffiffiffiffiffiffiffiffiffi
VarðrÞ

p
~Nð0; 1Þand we can

conclude accordingly.

Example 9.31. In an admission counter, the boys

(B) and girls (G) were queued as follows:

B, G, B, G, B, B, B, G, G, B, G, B, B, G, B, B, B.

Test the hypothesis that the order of males and

females in the queue was random.

Solution. H0: The order of boys and girls in the

queue was random against

H1: The order of boys and girls in the queue

was not random.

In this problem there are n1 ¼ 11 boys and

n2 ¼ 6 girls. The data is B G B G B B B G G B G

B B G B B B.

There are 11 runs in this series, that is, r ¼ 11.

Table A.12 given in the Appendix shows that for

n1 ¼ 11and n2 ¼ 6, a random sample would be

expected to contain more than 4 runs but less

than 13. The observed < r ¼ 11 < r ¼ 13 fall

in the region of acceptance for α ¼ 0:05. So we

accept H0, that is, the order of boys and girls in

the queue was random.

Example 9.32a. The following figures give the

production (million tons) of rice in certain state

of India. To test whether the production of rice

has changed randomly or followed a definite

pattern.

Solution. We are to test the null hypothesis H0:

The series is random against the alternative

hypothesis that H1: The series is not random.

Let us first calculate the median and put plus

signs to those values which are greater than the

median value and minus signs to those values

which are less than the median value; the infor-

mation are provided in the table given below.

Median ¼ 15.02(m.t).

Year 1971 1972 1973 1974 1975 1976 1977 1978 1979 1980

Production 13.12 13 13.3 14.36 10.01 12.22 13.99 8.98 13.99 11.86

Year 1981 1982 1983 1984 1985 1986 1987 1988 1989 1990

Production 13.55 13.28 15.8 12.69 14.45 14.18 13.03 13.81 13.48 13.1

Year 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000

Production 15.91 15.52 15.44 14.6 18.2 17.22 15.45 19.64 21.12 19.78

Year 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010

Production 20 19.51 21.1 21.03 19.79 21.79 21.18 21.18 22.27 21.81
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As the sample size is large, one should apply

randomness test through normality test of the

number of runs, r. Here r ¼ 6, so the number of

runs is found to be 6.

EðrÞ ¼ n

2
þ 1 ¼ 40=2þ 1 ¼ 21 and VarðrÞ

¼ nðn� 2Þ
4ðn� 1Þ ¼

40ð40� 2Þ
4ð40� 1Þ ¼ 380

39
¼ 9:744

τ ¼ 6� EðrÞffiffiffiffiffiffiffiffiffiffiffiffiffi
VarðrÞp ¼ 6� 21ffiffiffiffiffiffiffiffiffiffiffi

9:744
p ¼ �15

3:122
¼ �4:806:

Let the level of significance be α ¼ 0:05.

Thus, τj j ¼ 4:806> 1:96 ðthe critical value at

α ¼ 0:05Þ; hence, the null hypothesis of

randomness is rejected. We conclude that the

production of the state has not changed in ran-

dom manner.

(b) Test of Turning Points
In the test of turning points to test the

randomness of a set of observations, count

peaks and troughs in the series. A “peak” is a

value greater than the two neighboring values,

and a “trough” is a value which is lower than

of its two neighbors. Both the peaks and

troughs are treated as turning points of the

series. At least three consecutive observations

are required to find a turning point, let U1, U2,

andU3. If the series is random then these three

values could have occurred in any order,

namely, in six ways. But in only four of these

ways would there be a turning point. Hence,

the probability of turning points in a set of

three values is 4/6 ¼ 2/3.

Let U1, U2, U3,. . ., Un be a set of

observations and let us define a marker vari-

able Xi by

Xi ¼ 1 when Ui <Uiþ1 >Uiþ2 and

Ui >Uiþ1 <Uiþ2

¼ 0 otherwise 8; I ¼ 1; 2; 3; . . . ; n� 2ð Þ:

Hence, the number of turning points p is then

p ¼Pn�2
i¼1 xi,

then we have EðpÞ ¼Pn�2
i¼1 EðxiÞ ¼ 2

3
ðn� 2Þ

and E p2ð Þ ¼ E
Pn�2

i¼1 ðxiÞ
� �2

¼ 40n2�144nþ131
90

Var ðpÞ ¼ E p2ð Þ � EðpÞð Þ2 ¼ ð16n�29Þ
90

. As n,

the number of observations, increases the

distribution of p tends to normality. Thus,

for testing the null hypothesis H0: Series is

random the test statistic, τ ¼ p�EðpÞffiffiffiffiffiffiffiffiffiffi
VarðpÞ

p ~ N

(0,1) and we can conclude accordingly.

Example 9.32b. The area (‘000ha) under cotton

crop in a particular state of India since 1971 is

given below. Test whether the area under jute has

changed randomly or not.

Year 1971 1972 1973 1974 1975 1976 1977 1978 1979 1980

Production (m.t) 13.12 13.00 13.30 14.36 10.01 12.22 13.99 8.98 13.99 11.86

Signs � � � � � � � � � �
Year 1981 1982 1983 1984 1985 1986 1987 1988 1989 1990

Production (m.t) 13.55 13.28 15.80 12.69 14.45 14.18 13.03 13.81 13.48 13.10

Signs � � + � � � � � � �
Year 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000

Production (m.t) 15.91 15.52 15.44 14.60 18.20 17.22 15.45 19.64 21.12 19.78

Signs + + + � + + + + + +

Year 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010

Production (m.t) 20.00 19.51 21.10 21.03 19.79 21.79 21.18 21.18 22.27 21.81

Signs + + + + + + + + + +
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From the given information, one has (1) num-

ber of observations ¼ 40 and (2) number of

turning points p ¼ 20. The null hypothesis is

given as H0: The series is random.

We have the expectation of turning point (p),

EðpÞ ¼ 2
3
ðn� 2Þ ¼ 2

3
ð40� 2Þ ¼ 76

3
¼ 25:33 and

the variance

varðpÞ ¼ 16n� 29

90
¼ 16� 40� 29

90
¼ 611

90
¼ 6:789:

Thus, the test statistic

τ ¼ p� EðpÞffiffiffiffiffiffiffiffiffiffiffiffiffiffi
VarðpÞp ¼ 20� 25:33ffiffiffiffiffiffiffiffiffiffiffi

6:789
p ¼ �5:33

2:606
¼ �2:045:

We know that the τ is standard normal variate,

and the value of standard normal variate at

P ¼ 0.05 is 1.96. As the calculated value of

τj j> 1:96, so the test is significant, we reject the

null hypothesis. We conclude that at 5% level

of significance, there is no reason to take that the

area under jute in West Bengal has changed

randomly since 1961.

Note: Data for the above two examples have been

taken from the various issues of the economic

review published by the Government of West

Bengal.

3. Kolmogorov–Smirnov One Sample Test

χ2 test for goodness of fit is valid under certain
assumptions like large sample size. The paral-

lel test to the χ2 tests which can also be used

under small sample conditions is Kolmogorov–

Smirnov one-sample test. We test the null

hypothesis that the sample of observations x1,

x2, x3, . . . xn has come from a specified popula-

tion distribution against the alternative hypo-

thesis that the sample has come from other

distribution. Let x1, x2, x3, . . ., xn be a random

sample from a population of distribution func-

tion F(x), and the sample cumulative distribu-

tion function is given as Fn(x) where Fn(x) is

defined as FnðxÞ ¼ k n= where k is the number

of observations equal to or less than x. Now

for fixed value of x, Fn(x) is a statistic since

it depends on the sample, and it follows a bino-

mial distribution with parameter (n, F(x)). To

test both-sided goodness of fit for H0:

F(x) ¼ F0(x) for all x against the alternative

hypothesis H1: FðxÞ 6¼ F0ðxÞ, the test statistic

is Dn ¼ Supx FnðxÞ � F0ðxÞj j½ �. The distribu-

tion of Dn does not depend on F0 so long F0 is

continuous. Now if F0 represents the actual

distribution function of x, then one would

expect very small value of Dn; on the other

hand, a large value ofDn is an indication of the

deviation of distribution function from F0. The

decision is taken with the help of Table A.10.

Example 9.33. The following data presents a

random sample of the proportion of insects killed

by an insecticide in ten different jars. Assuming

the proportion of insect killing varying between

(0,1), test whether the proportion of insect killed

follow rectangular distribution or not.

Proportion of insect killed: 0.404, 0.524,

0.217, 0.942, 0.089, 0.486, 0.394, 0.358, 0.278,

0.572

Solution. If F0(x) be the distribution function of

a rectangular distribution over the range [0,1],

then H0: F(x) ¼ F0(x). We know that

F0ðxÞ ¼ 0 if x< 0

¼ x if 0 � x � 1

¼ 1 if x> 1

Year 1971 1972 1973 1974 1975 1976 1977 1978 1979 1980

Area 326 435 446 457 404 423 496 269 437 407

Year 1981 1982 1983 1984 1985 1986 1987 1988 1989 1990

Area 461 367 419 370 335 441 479 538 504 610

Year 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000

Area 506 439 464 534 731 518 424 415 427 500

Year 2001 2002 2003 2004 2005 2006 2007 2008 200 2010

Area 573 493 475 508 516 620 642 642 614 613
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for a rectangular distribution. We make the

following table:

x F0(x) Fn(x) FnðxÞ � F0ðxÞj j
0.089 0.089 0.1 0.011

0.217 0.217 0.2 0.017

0.278 0.278 0.3 0.022

0.358 0.358 0.4 0.042

0.394 0.394 0.5 0.106

0.404 0.404 0.6 0.196

0.486 0.486 0.7 0.214

0.524 0.524 0.8 0.276

0.572 0.572 0.9 0.328

0.942 0.942 1.0 0.058

Let the level of significance α ¼ 0.05.

From the table we get for n ¼ 10 the critical

value of K–S statistic Dn at 5% level of signifi-

cance is 0.409. Thus, the calculated value of

Dn ¼ Sup
x

FnðxÞ � F0ðxÞj j½ � ¼ 0:328 < the table

value 0.409, so we cannot reject the null hypoth-

esis. That means we conclude that the given

sample is from the rectangular parent distribu-

tion. This example is due to Sahu (2007).

4. The Median Test

Synonymous to that of the parametric test to

test whether two samples have been taken

from the same population or not, the median

test is also used to test whether two groups

have been taken from the same population

or not. Actually in the median test, the null

hypothesis tested is that whether two sets of

scores differ significantly between them or

not. Generally it is used to test whether there

exists any significant difference between the

experimental group and the control group or

not. If the two groups have been drawn at

random from the same population, it is quite

obvious that half of the frequencies will lie

above and below the median. The whole pro-

cess is given stepwise:

(a) Arrange the ranks/scores of both the

group units taken together.

(b) A common median is worked out.

(c) Scores of each group are then divided into

two subgroups: (a) those above the com-

mon median and (b) those below the com-

mon median; generally the ranks equal to

the medians are ignored.

(d) These frequencies are then put into 2 � 2

contingency table.

(e) χ2 value is obtained using the usual

norms.

(f) The decision rule is the same as that was

for χ2 test.

Example 9.34. The following table gives the

scores of two groups of students. Test whether

the two groups could be taken as one or not.

Solution. Under the given condition, we can go

for median test to test the equality of two groups

with respect to their scores.

Taking both the groups as one can have the

following arrangement:

From the above arrangements, we have the

median score as the average of the 12th and 13th

ordered observation, that is, (8 + 9)/2 ¼ 8.5.

Now a 2 � 2 contingency table is prepared

as follows:

Below Above

Group1 (a) 5 (b) 7

Group2 (c) 7 (d) 5

Group

Students

1 2 3 4 5 6 7 8 9 10 11 12

Group 1 9 8 12 6 8 9 5 10 9 7 11 10

Group2 8 11 4 9 7 3 10 9 5 6 12 8

3 4 5 5 6 6 7 7 8 8 8 8 9 9 9 9 9 10 10 10 11 11 12 12
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X2
1 ¼

ðad � bcÞ2N
ðaþ bÞðaþ cÞðbþ dÞðcþ dÞ

¼ 24� 24

12� 12� 12
¼ 0:66:

From this 2 � 2 contingency table using the

formula, the calculated value of χ2 ¼ 0.66 < the

table value of χ2 ¼ 3.841 at 5% level of signifi-

cance. So we have no reason to reject the null

hypothesis that the two groups have come from

the same population, that is, the two groups do

not differ.

5. The Mann–Whitney U-Test

Analogous to the parametric t-test, the

Mann–Whitney U-test is aimed at determin-

ing whether two independent samples have

been drawn from the same population or not.

This test does not require any assumption

except that the continuity. Steps involved in

the process are given below:

(a) Rank the data of both the samples taking

them as one sample from low to high

(generally low ranking is given to low

value and so on).

(b) For tied ranks take the average of the

ranks for each of the tied values (e.g.,

if 4th, 5th, 6th, and 7th places are having

the same value, then each of these

identical values would be assigned ((4 +

5 + 6 + 7)/4¼) 5.5 rank).

(c) Find the sum of the ranks of both the

samples separately (say, R1 and R2,

respectively, for 1st and 2nd sample).

(d) Calculate U ¼ n1 � n2 þ n1ðn1þ1Þ
2

� R1,

where n1 and n2 are the sizes of the 1st and
2nd sample, respectively.

(e) If both n1 and n2 are sufficiently large

(>8), the sampling distribution of U can

be approximated to a normal distribution

and usual critical values could be used to

arrive at the conclusion. On the other

hand, if the sample sizes are small, then

the significance test can be worked out as

per the table values of the Wilcoxon’s

unpaired distribution.

Example 9.35. The following table gives the

scores in mathematics of two groups of students.

Using Mann–Whitney U-test, can you say that

these two groups of students are the same at 5%

level of significance, that is, they have come

from the same population?

Solution. Using the above information we get

the following table:

Given that n1 ¼ 12 and n2 ¼ 10, so

U ¼ n1 � n2 þ n1ðn1 þ 1Þ
2

� R1

¼ 12:10þ 12ð12þ 1Þ
2

� 143:5

¼ 120þ 78� 143:5 ¼ 54:5:

Since both n1 and n2 are greater than 8, so

normal approximation can be used with mean

μU ¼ n1 � n2=2 ¼ 60ð Þ and variance

σ2U ¼ n1 � n2 þ n1ðn1 þ n2 þ 1Þ
12

¼ 12:10þ 12ð12þ 10þ 1Þ
12

¼ 120þ 23

¼ 143 and σU ¼ 11:958:

Group

Students

1 2 3 4 5 6 7 8 9 10 11 12

Group A 59 48 52 45 32 56 98 78 70 85 43 80

Group B 39 45 55 87 36 67 96 75 65 38
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At 5% level of significance, the critical value

of Z the standard normal variate is 1.96.

So the upper and lower confidential limits are

μU þ 1:96σU ¼ 60þ 1:96� 11:958
¼ 83:438 and μU � 1:96σU
¼ 60� 1:96� 11:958 ¼ 36:562:

As the observed value is within the accep-

tance zone, one can accept the null hypothesis

to conclude that the two groups of students have

come from the same population.

By calculating U using R2, one get the value

of U as

U ¼ n1 � n2 þ n2ðn2 þ 1Þ
2

� R2

¼ 12:10þ 10ð10þ 1Þ
2

� 109:5

¼ 120þ 55� 109:5 ¼ 65:5

which is also within the zone of acceptance. So it

does not matter how we are calculating the U

value, the inference remains the same.

6. The Kruskal–Wallis Test

The Kruskal–Wallis test is used to compare

the average performance of many groups,

analogous to the one-way analysis of variance

in parametric method. But unlike the para-

metric method, it does not require the assump-

tion that the samples have come from normal

populations. This test is mostly an extension

of the Mann–Whitney U-test; difference is

that here more than two groups are compared,

and the test statistic is approximated to χ2 with
the stipulation that none of the groups should

have less than five observations. The steps for

this test are given below:

(a) Rank the data of all the samples taking them

as one sample from low to high (generally

low ranking is given to lowvalue and so on).

(b) For tied ranks take the average of

the ranks for each of the tied values

(e.g., if 4th, 5th, 6th, and 7th places are

having the same value then each of

these identical values would be assigned

(4 + 5 + 6 + 7)/4¼ 5.5 rank).

Original score Ordered score

Unified rank

Rank

Group Score Group Score Group A Group B

A 59 A 32 1 1

A 48 B 36 2 2

A 52 B 38 3 3

A 45 B 39 4 4

A 32 A 43 5 5

A 56 A 45 6.5 6.5

A 98 B 45 6.5 6.5

A 78 A 48 8 8

A 70 A 52 9 9

A 85 B 55 10 10

A 43 A 56 11 11

A 80 A 59 12 12

B 39 B 65 13 13

B 45 B 67 14 14

B 55 A 70 15 15

B 87 B 75 16 16

B 36 A 78 17 17

B 67 A 80 18 18

B 96 A 85 19 19

B 75 B 87 20 20

B 65 B 96 21 21

B 38 A 98 22 22

Total 253 143.5 109.5
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(c) Find the sum of the ranks of all the

samples separately (say, R1, R2. . . Rj,

respectively, for 1st and 2nd . . . and jth

sample).

(d) The test statistic H is calculated as

follows: H ¼ 12
nðnþ1Þ

Pk
j¼1

R2
j

nj
� 3ðnþ 1Þ

where n ¼ n1 þ n2 þ n3 þ � � � þ nj þ � � �
nk and nj being the no. of observations in

jth sample.

(e) Under the null hypothesis H0: There is no

differences among the sample means, the

sampling distribution of H can be

approximated with χ2 distribution with

(k � 1) degrees of freedom provided

none of the sample has got observation

less than five. Based on the calculated

value of H and corresponding table value

of χ2 at required level of significance,

appropriate conclusion could be made.

Example 9.36. The following table gives the

yield of paddy corresponding to five groups of

farmers. Using Kruskal–Wallis test, test whether

five groups could be taken as one or not.

Farmers group Yield (q/ha)

Group A 15 17 37 25 24 32 42

Group B 25 28 26 33 30 38

Group C 35 37 28 36 44

Group D 42 45 52 18 24 29 41

Group E 23 28 19 51 46 37

Solution.

Original Scores Ordered score

Unified rank

Rank

Group Score Group Score Group A Group B Group C Group D Group E

A 15 A 15 1 1

A 17 A 17 2 2

A 37 D 18 3 3

A 25 E 19 4 4

A 24 E 23 5 5

A 32 A 24 6.5 6.5

A 42 D 24 6.5 6.5

B 25 A 25 8.5 8.5

B 28 B 25 8.5 8.5

B 26 B 26 10 10

B 33 B 28 12 12

B 30 C 28 12 12

B 38 E 28 12 12

C 35 D 29 14 14

C 37 B 30 15 15

C 28 A 32 16 16

C 36 B 33 17 17

C 44 C 35 18 18

D 42 C 36 19 19

D 45 A 37 21 21

D 52 C 37 21 21

D 18 E 37 21 21

D 24 B 38 23 23

D 29 D 41 24 24

D 41 A 42 25.5 25.5

E 23 D 42 25.5 25.5

E 28 C 44 27 27

E 19 D 45 28 28

(continued)
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H ¼ 12

nðnþ 1Þ
Xk
j¼1

R2
j

nj
� 3ðnþ 1Þ

¼ 12

31ð31þ 1Þ 925:75þ 1218:375þ 1881:8þ 2489:143þ 1700:167½ � � 3ð31þ 1Þ

¼ 12

31� 32
8215:235½ � � 3ð32Þ ¼ 99:378� 96 ¼ 3:378:

As all the groups have five or more

observations, so H is distributed as χ2 with

(5 � 1¼)4 d.f. The table value of χ2 at 5%

level of significance and 4 d.f. is 9.488 which is

greater than the calculated value, so we cannot

reject the null hypothesis of equality of means of

five farmers groups.

7. The McNemar Test
Just like to that of paired t-test, McNemar test

is applicable for related samples, particularly

concerned with nominal data. Initially when

the subjects are categorized into two groups,

treatment is applied and again the responses

are recorded and subjects are grouped. This

test is used to record whether there has been

any significant change in grouping due to

treatment or not.

After treatment

Before treatment Disliked Liked

Liked a b

Disliked c d

Where a, b, c, and d are the respective cell

frequencies. Clearly a + d is the change in

response due to treatment whereas b + c

does not indicate any change. Thus, under

normal situation one can expect equal proba-

bility of changes in either direction; that

means one should go for testing H0: P

(a) ¼ P(d) against the alternative H1: P

(a) 6¼ P(b), and the appropriate test statistic

is χ21 ¼ a� dj j � 1ð Þ2 ðaþ dÞ= .

Example 9.37. Eight hundred farmers were asked

about the effectiveness of SRI (system rice inten-

sification); then these farmers were demonstrated

the practice. The following table gives the

responses before and after the demonstration.

Examine whether the demonstration has got any

impact on farmers’ attitude towards SRI or not.

After demonstration

Before demonstration Disliked Liked

Liked 125 225

Disliked 75 375

Solution. Under the given condition, we are to

test H0: P(like, dislike) ¼ P(dislike, like) against

H1: P(like, dislike) 6¼ P(dislike, like). The

appropriate test statistic is χ21 ¼ a� dj j � 1ð Þ2=
ðaþ dÞ; here a ¼ 125, d ¼ 375, so the

χ21 ¼
a� dj j � 1ð Þ2
ðaþ dÞ ¼ 125� 375j j � 1ð Þ2

ð125þ 375Þ

¼ 249ð Þ2
ð500Þ ¼ 124:002:

(continued)

Original Scores Ordered score

Unified rank

Rank

Group Score Group Score Group A Group B Group C Group D Group E

E 51 E 46 29 29

E 46 E 51 30 30

E 37 D 52 31 31

Rj 80.5 85.5 97 132 101

nj 7 6 5 7 6

R2
j

nj

925.75 1218.375 1881.8 2489.143 1700.167
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The calculated value of χ2 > χ21 ¼ 3:84, so the

test is significant and the null hypothesis of

equality of probabilities is rejected. So one can

conclude safely that there has been significant

change in the attitude of the farmers towards

SRI after demonstration.

8. The Kendall’s Coefficient of Concordance
In social/sports or other branches of sciences,

frequently a set of objects are required to be

assessed by a group of experts based on both

quantitative and qualitative characters. In

these cases, for unbiased judgment, it is

assumed that there is no association among

several sets of ranking and the individuals or

objects under consideration. In this aspect,

Kendall’s coefficient of concordance plays

vital role, the special case of this test is

being the Spearman’s rank correlation coeffi-

cient already discussed in Chap. 8.

Let us suppose N no. of individuals has been

ranked by K no. of judges. Thus, these

rankings can be put into N � K matrix form

as follows (Table 9.5):

Rj ¼ R1 þ R2 þ ::::þ Rj þ ::::þ RN

N

¼ 1

N

XN
j¼1

Rj; and

S ¼ R1 � Rj

� �2 þ R2 � Rj

� �2 þ � � �
þ Rj � Rj

� �2 þ � � � þ RN � Rj

� �2
¼
XN
j¼1

Rj � Rj

� �2
:

Kendall’ coefficient of concordance is

given by

W ¼ S
1
12
K2N N2 � 1ð Þ

where Rj is the total rank of jth object/

individual.

For Tied Ranks

Just like to that of Spearman’s rank correla-

tion coefficient, in Kendall’s coefficient of

concordance, if there exists tied ranks, then a

correction factor is computed for each of the

K. Judges as follows:

T ¼

PN
j¼1

t3j � tj

� �
12

where t is no of ties in jth

object=individual; 0 � t<N:

Next totals of all Ts from each of the judges

are obtained, and the Kendall’s coefficient of

concordance W is calculated as follows:

W ¼ S
1

12
K2N N2 � 1

� �� K
X

T
:

This correction is generally used when there

are large number of ties.

To test the null hypothesis that Kendall’s

coefficient of concordance W is equal to zero

or not, the no. of objects/individuals (N) plays

a vital role. If N > 7, then W is distributed as

χ2 ¼ KðN � 1Þ �W with ðN � 1Þd:f:;

Table 9.5 N � K table for Kendall’s coefficient of concordance test

Judges

Individuals/objects

1 2 .......................j....................... N � 1 N

Judge1 2 4 .............................................. 1 3

Judge2 N � 2 N .............................................. 4 2

: : : .............................................. : :

: : : .............................................. : :

Judge (K � 1) : : .............................................. : :

Judge K : : .............................................. : :

Total rank (Rj) R1 R2 .......................Rj.................... RN � 1 RN

Rj � Rj

� �2
R1 � Rj

� �2
R2 � Rj

� �2
................. Rj � Rj

� �2
........... RN�1 � Rj

� �2
RN � Rj

� �2
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and the conclusion is drawn accordingly. But

if the N � 7, then a table has been prepared

for different critical values of S associated

with W. If the observed S 
 the value shown

in table, then H0: K sets of ranking are inde-

pendent may be rejected at the particular level

of significance.

Example 9.38. In a heptathlon event, eight

athletes were judged by six judges, and the fol-

lowing table shows the rank provided by each

judge to all the athletes. Test whether the judges

independently worked or not.

Judges

Athletes

1 2 3 4 5 6 7 8

Ranks

Judge 1 2 4 3 5 7 8 1 6

Judge 2 3 2 4 5 6 7 1 8

Judge 3 4 3 5 6 7 8 2 1

Judge 4 5 4 3 7 6 8 2 1

Judge 5 4 5 6 8 7 3 2 1

Judge 6 6 4 8 7 5 1 3 2

Solution. There are six sets of ranking for eight

objects. Kendall’s coefficient of concordance can

very well be worked out followed by the test of

H0:W ¼ 0. For this purpose we make the follow-

ing table:

Judges

Athletes

1 2 3 4 5 6 7 8

Judge 1 2 4 3 5 7 8 1 6

Judge 2 3 2 4 5 6 7 1 8

Judge 3 4 3 5 6 7 8 2 1

Judge 4 5 4 3 7 6 8 2 1

Judge 5 4 5 6 8 7 3 2 1

Judge 6 6 4 8 7 5 1 3 2

Total rank (Rj) 24 22 29 38 38 35 11 19

Rj � Rj

� �2 9 25 4 121 121 64 256 64

Rj ¼ R1 þ R2 þ � � � þ R8

8
¼ 1

N

XN
j¼1

Rj ¼ 27:

S ¼ R1 � Rj

� �2 þ R2 � Rj

� �2 þ � � � þ R8 � Rj

� �2
¼ 24� 24ð Þ2 þ 22� 27ð Þ2 þ � � � þ 19� 27ð Þ2
¼ 664:

W ¼ S
1

12
K2N N2 � 1

� � ¼ 664

1

12
� 62 � 8 82 � 1

� � ¼ 0:439:

As N > 7, we can use the approximate χ2 ¼
KðN � 1Þ �W with ðN � 1Þd:f: Here N ¼ 8,

K ¼ 6, and W ¼ 0.439, χ2 ¼ KðN � 1Þ �W ¼
6� ð8� 1Þ � 0:439 ¼ 18:438; table value of

χ20:05;9 ¼ 16:919< χ2cal. Thus, the null hypothesis

of independence of judgment is rejected, and we

conclude that W is significant at 5% level of

significance.

9.5.2 Two-Sample Test

1. Paired-Sample Sign Test
The sign test for one sample mentioned above

can be easily modified to apply to sampling

from a bivariate population. Let a random

sample of n pairs (x1,y1), (x2,y2), (x3,y3), . . .,

(xn,yn) be drawn from a bivariate population.

Let di ¼ xi � yi (i ¼ 1, 2, 3, . . ., n). It is

assumed that the distribution function of dif-

ference, di, is also continuous. We want to test

H0: Med(D) ¼ 0, that is, P(D > 0) ¼ P(D
< 0) ¼ 1 2= . It is to be noted that Med(D) is

not necessarily equal to Med (X) – Med(Y), so

that H0 is not that Med(X) ¼ Med(Y), but the
Med(D) ¼ 0. Like the one-sample sign test,

we assign plus (+) and minus (�) signs to the

difference values which are greater and lesser

than zero, respectively. We perform the one-

sample sign test as given in the previous sec-

tion and conclude accordingly.

Example 9.39. Ten students were subjected to

physical training. Their body weights before and

after the training were recorded as given below.

Test whether there is any significant effect of

training on body weight or not.
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Solution. Let di (i ¼ 1, 2, 3, . . ., 10) be the gain in weight of ten students due to training. The null

hypothesis under the given condition is H0 : θ ¼ 0 against the alternative hypothesis H1 : θ > 0

where θ is the median of the distribution of the differences.

We have 8 plus signs and 2 minus signs, and we

know that under the null hypothesis, the number

of plus signs follow a binomial distribution with

parameter n and p. In this case the parameters

are n ¼ 10 and p ¼ ½. The critical region ω is

given by

r 
 rα;where rα is the smallest integer value such that

Pðr 
 rα=H0Þ ¼
X10
x¼0

10

x

 !
1

2

� 	10

� α ¼ 0:05; that is; 1�
Xrα�1

x¼r0

10

x

 !
1

2

� 	10

� 0:05

)
Xrα�1

x¼0

10

x

 !
1

2

� 	10


 1� 0:05 ¼ 0:95:

From the table we have r α ¼ 9, corresponding

to n ¼ 10 at 5% level of significance, but for this

example, we got r ¼ 8 which is less than the table

value. So we cannot reject the null hypothesis.

Alternatively, we can calculate the probability
of getting r 
 8, from the fact that r follows

binomial distribution under the given null

hypothesis. Thus, P(r 
 8/H0) is given by

P r ¼ 8ð Þ þ P r ¼ 9ð Þ þ P r ¼ 10ð Þ, that is,
10

8

 !
1

2

� 	10

þ 10

9

 !
1

2

� 	10

þ 10

10

 !
1

2

� 	10

¼
10:9

2
þ 10þ 1

210
¼ 56

210
¼ 7

128

¼ 0:056> 0:05:

Thus, the null hypothesis cannot be rejected.

2. Two-Sample Run Test

Sometimes we want to test the null hypothesis

that whether two samples drawn at random

and independently have come from the same

population distribution. In testing the above

hypothesis, we assume that the population

distributions are continuous. The procedure

is as follows.

We have two random and independent

samples x1, x2, x3, . . ., xn1 and y1, y2, y3, . . .,

y yn1 of sizes n1 and n2, respectively. This

n1 + n2 ¼ N number of values are then

arranged either in ascending or descending

order which (may) give rise to the following

sequence: x x y x x x y y x x y y y y . . .. Now we

count the “runs.” A run is a sequence of values

coming from one sample surrounded by the

values from the other sample. Let the number

1 2 3 4 5 6 7 8 9 10

Body weight (kg) Before 55 48 45 62 48 59 37 40 48 52

After 56 51 48 60 52 57 45 46 49 55

1 2 3 4 5 6 7 8 9 10

Body weight (kg) Before (y) 55 48 45 62 48 59 37 40 48 52

After (x) 56 51 48 60 52 57 45 46 49 55

Difference in weight (x � y) 1 3 3 �2 4 �2 8 6 1 3

+ + + � + � + + + +
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of runs in total n1+ n2 ¼ N arranged

observations be r. Number of runs r is

expected to be very high if the two samples

are thoroughly mixed; that means the two

samples are coming from the identical

distributions, otherwise the number of runs

will be very small. Table for critical values

of r for given values of n1 and n2 are provided

in Table A.10 (Appendix) for both n1 and n2
less than 20. If the calculated r value is greater
than the critical value of run for a given set of

n1 and n2, then we cannot reject the null

hypothesis; otherwise any value of calculated

r is less than or equal to the critical value of r

for a given set n1 and n2, the test is significant

and the null hypothesis is rejected.

For large n1 and n2 (say, >10) or any one of

them is greater than 20, the distribution of r is

asymptotically normal with

EðrÞ ¼ 2n1n2
N

þ 1 and VarðrÞ

¼ 2n1n2ð2n1n2 � NÞ
N2ðN � 1Þ ;

and we can perform an approximate test sta-

tistic as

τ ¼ r � EðrÞffiffiffiffiffiffiffiffiffiffiffiffiffi
VarðrÞp 	 Nð0; 1Þ:

Example 9.40. Two independent samples of 9

and 8 plants of coconuts were selected randomly,

and the number of nuts per plant was recorded.

On the basis of nut characters, we are to decide

whether the two samples came from the same

coconut population or not.

Solution. Null hypothesis is H0: Samples have

come from identical distribution against the

alternative hypothesis that they have come from

different populations.

We arrange the observations as follows:

The value of r counted from the above table is

11 and the table value of r corresponding to 9 and

8 is 5. Thus, we cannot reject the null hypothesis

of equality of distributions. Hence, we conclude

that the two samples have been drawn from the

same population.

3. Two-Sample Median Test

The test parallel to equality of two means test

in parametric procedure is the two-sample

median tests in nonparametric method. The

objective of this test is to test that the two

independent samples drawn at random having

the same or different sample sizes are from

identical distributions against the alternative

hypotheses that they have different location

parameters (medians).

Let us draw two random independent samples

of sizes n1 and n2 from two populations. Make

an ordered combined sample of size n1 +

n2 ¼ N and get the median (θ̂) of the com-

bined sample. Next, we count the number of

observations below and above the estimated

median value θ̂ for all the two samples, which

can be presented as follows (Table 9.6):

Sample Plant 1 Plant 2 Plant 3 Plant 4 Plant 5 Plant 6 Plant 7 Plant 8 Plant 9

Sample 1 140 135 85 90 75 110 112 95 100

Sample 2 80 125 95 100 112 90 105 108

Nut/plant 75 80 85 90 90 95 95 100 100

Sample 1 2 1 1 2 1 2 1 2

Nut/plant 105 108 110 112 112 125 135 140

Sample 2 2 1 1 2 2 1 1
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If n1, n2, n1, and n2 are small, we can get the

exact probability of the above table with fixed
marginal frequencies as follows:

P ¼ n1!n2!n1!n2!

n11!n12!n21!n22!N!
:

On the other hand, if the fixed marginal

frequencies are moderately large, we can use

the χ2 statistic for a 2 � 2 contingency table

using the formula

χ2 ¼ ðn11n22 � n12n21Þ2N
n1 � n2 � n1 � n2

:

Example 9.41. The following table gives the

distribution of nuts per palm for two different

samples of coconut. Test whether the samples

have been drawn from the same coconut popula-

tion or not.

Solution. 78, 80, 82, 85, 86, 89, 90, 110, 110,

114, 115, 118, 120, 122, 126, 128, 128, 130

From the arranged data, we get the median of

combined samples as 110 and we construct the

following table:

Sample <110 
110 Total

1 6 4 10

2 2 7 9

Total 8 11 19

The exact probability of getting likely distri-

bution of the above table is given by

P ¼ n1!n2!n1!n2!

n11!n12!n21!n22!N!
¼ 10!9!8!11!

6!4!2!7!19!
¼ 0:3:

The probability of getting less likely distribu-

tion than the observed one is obtained from the

following table:

Sample <112 
112 Total

1 8 2 10

2 1 8 9

Total 9 10 19

Probability ¼ 0.00438

Thus, the probability of getting the observed

table or more extreme table in one direction

is ¼ 0.3 + 0.00438 ¼ 0.30438.

By symmetry, we have the exact probability

of getting the observed distribution or less likely

ones in either direction is 2 � 0.05108 ¼

0.10216. As 0.10216 > 0.05, we cannot reject

the null hypothesis that the two distributions are

identical against both-sided alternatives that they

are not identical.

4. Kolmogorov–Smirnov Two-Sample Test

In χ2 test, we have come across with the test

procedure to test the homogeneity of two

distributions in the previous sections of this

chapter. But we know that χ2 test is valid

under certain assumptions like a large sample

size. The parallel test to the above-mentioned

χ2 tests which can also be used under small

sample conditions is Kolmogorov–Smirnov

two-sample test. Kolmogorov–Smirnov two-

sample test is the test for homogeneity of two

populations. We draw two random indepen-

dent samples (x1, x2, x3, . . ., xm) and (y1, y2,

y3, . . ., yn) from two continuous cumulative

distribution functions F and G, respectively.

The empirical distribution functions of the

variable are given by

FmðxÞ ¼ 0 if x< xð1Þ
¼ i=m if xðiÞ � x< xðiþ1Þ
¼ 1 if x 
 xðmÞ and

GnðxÞ ¼ 0 if x< yð1Þ
¼ i=m if yðiÞ � x< yðiþ1Þ
¼ 1 if x 
 yðnÞ

Table 9.6 Frequency distribution table for two-sample

median test

Number of observations

Total<θ̂ 
 θ̂

Sample 1 n11 n12 n1
Sample 2 n21 n22 n2
Total n1 n2 N

Sample1 80 85 90 110 78 86 92 115 120 118

Sample2 110 82 89 114 122 128 130 126 128
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where x(i) and y(i) are the ordered values of the

two samples, respectively. In a combined

ordered arrangements of m x’s and n y’s, Fm

and Gn represent the respective proportions of

x and y values that do not exceed x. Thus, we

are interested to test whether the two distribu-

tion functions are identical or not, that is, to

test H0: F(x) ¼ G(x) against the alternative

hypothesis H1: FðxÞ 6¼ GðxÞ; the test statistic

is Dm;n ¼ Sup
x

FmðxÞ � GnðxÞj j½ �. Now if the

null hypothesis is true, then one would expect

very small value of Dm,n; on the other hand, a

large value of Dm,n is an indication that the

parent distributions are not identical.

Table A.11 given in the Appendix gives the

critical values of D for different sample sizes

(n1,n2 ) at different level of significance. If the

calculated value of D < critical value Dm,n; α
we accept H0, that is, the parent distributions

are identical.

Example 9.42. Two samples of ten each are

taken independently at random for the number

of grains per panicle in wheat. Test whether the

two samples belong to the identical parent popu-

lation distribution or not.

Solution. Here the problem is to test whether

the two samples have come from the same parent

population or not, that is, H0: Fm ¼ Gn against

the alternative hypothesis H1: Fm 6¼ Gn where

Fm and Gn are the two distributions from which

the above two samples have been drawn inde-

pendently at random. For this example, m ¼ n.

Under the given null hypothesis, we apply K–S

two-sample test having the statistic

Dm;n ¼ Supx FmðxÞ � GnðxÞj j½ �. Let the level of

significance be α ¼ 0:05. We make the following

table:

We make a cumulative frequency distribution

for each sample of observations using the same

intervals for both distributions.

Class interval

Frequency

Sample 1 Sample 2

70–75 2 1

76–81 1 1

82–87 1 2

88–93 1 0

94–99 1 2

100–105 1 1

106–111 1 0

112–117 1 2

118–123 1 1

For the calculation of Dm,n, we make the fol-

lowing table:

Sample 1 2 3 4 5 6 7 8 9 10

S1 70 80 75 85 100 110 90 115 120 95

S2 73 82 78 83 98 102 97 114 118 116

70–75 76–81 82–87 88–93 94–99 100–105 106–111 112–117 118–123

F10ðxÞ 2/10 3/10 4/10 5/10 6/10 7/10 8/10 9/10 10/10

F10ðxÞ 1/10 2/10 4/10 4/10 6/10 7/10 7/10 9/10 10/10

F10ðxÞ � F10ðxÞ 1/10 1/10 0 1/10 0 0 1/10 0 0
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Appendix

Table A.1 Table of random numbers

00–04 05–09 10–14 15–19 20–24 25–29 30–34 35–39 40–44 45–49

00 54463 22662 65905 70639 79365 67382 29085 69831 47058 08186

01 15389 85205 18850 39226 42249 90669 96325 23248 60933 26927

02 85941 40756 82414 02015 13858 78030 16269 65978 01385 15345

03 61149 69440 11286 88218 58925 03638 52862 62733 33451 77455

04 05219 81619 10651 67079 92511 59888 84502 72095 83463 75577

05 41417 98326 87719 92294 46614 50948 64886 20002 97365 30976

06 28357 94070 20652 35774 16249 75019 21145 05217 47286 76305

07 17783 00015 10806 83091 91530 36466 39981 62481 49177 75779

08 40950 84820 29881 85966 62800 70326 84740 62660 77379 90279

09 82995 64157 66164 41180 10089 41757 78258 96488 88629 37231

10 96754 17676 55659 44105 47361 34833 86679 23930 53249 27083

11 34357 88040 53364 71726 45690 66334 60332 22554 90600 71113

12 06318 37403 49927 57715 50423 67372 63116 48888 21505 80182

13 62111 52820 07243 79931 89292 84767 85693 73947 22278 11551

14 47534 09243 67879 00544 23410 12740 02540 54440 32949 13491

15 98614 75993 84460 62846 59844 14922 48730 73443 48167 34770

16 24856 03648 44898 09351 98795 18644 39765 71058 90368 44104

17 96887 12479 80621 66223 86085 78285 02432 53342 42846 94771

18 90801 21472 42815 77408 37390 76766 52615 32141 30268 18106

19 55165 77312 83666 36028 28420 70219 81369 41843 41366 41067

20 75884 12952 84318 95108 72305 64620 91318 89872 45375 85436

21 16777 37116 58550 42958 21460 43910 01175 87894 81378 10620

22 46230 43877 80207 88877 89380 32992 91380 03164 98656 59337

23 42902 66892 46134 01432 94710 23474 20423 60137 60609 13119

24 81007 00333 39693 28039 10154 95425 39220 19774 31782 49037

25 68089 01122 51111 72373 06902 74373 96199 97017 41273 21546

26 20411 67081 89950 16944 93054 87687 96693 87236 77054 33848

27 58212 13160 06468 15718 82627 76999 05999 58680 96739 63700

28 70577 42866 24969 61210 76046 67699 42054 12696 93758 03283

29 94522 74358 71659 62038 79643 79769 44741 05437 39038 13163

30 42626 86819 85651 88678 17401 03252 99547 32404 17918 62880

31 16051 33763 57194 16752 54450 19031 58580 47629 54132 60631

32 08244 27647 33851 44705 94211 46716 11738 55784 95374 72655

33 59497 04392 09419 89964 51211 04894 72882 17805 21896 83864

34 97155 13428 40293 09985 58434 01412 69124 82171 59058 82859

35 98409 66162 95763 47420 20792 61527 20441 39435 11859 41567

36 45476 84882 65109 96597 25930 66790 65706 61203 53634 225571

37 89300 69700 50741 30329 11658 23166 05400 66669 48708 03887

38 50051 95137 91631 66315 91428 12275 24816 6809 71710 33258

39 31753 85178 31310 89642 98364 02306 24617 09607 83942 22716

40 79152 53829 77250 20190 56535 18760 69942 77448 33278 48805

41 44560 38750 83750 56540 64900 42912 13953 79149 18710 68618

42 68328 83378 63369 71381 39564 05615 42451 64559 97501 65747

43 46939 38689 58625 08342 30459 85863 20781 09284 26333 91777

44 83544 86141 15707 96256 23068 13782 08467 89469 93469 55349

45 91621 00881 04900 54224 46177 55309 17852 27491 89415 23466

46 91896 67126 04151 03795 59077 11848 12630 98375 52068 60142

47 55751 62515 21108 80830 02263 29303 37204 96926 30506 09808

48 85156 87689 95493 88842 00664 55017 55539 17771 69448 87530

49 07521 56898 12236 60277 39102 62315 12239 07105 11844 01117
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Table A.2 Table of area under standard normal curve

.00 .3989423 .5039894

.01 .3989223 .5039894 .51 .3502919 .6949743 1.01 .2395511 .8437524

.02 .3988625 .5079783 .52 .3484925 .6984682 1.02 .2371320 .8461358

.03 .3987628 .5119665 .53 .3466677 .7019440 1.03 .2307138 .8484950

.04 .3986233 .515%34, .54 .3448080 .7054015 1.04 .2322970 .8508300

.05 .3984439 .5199388 .55 .3429439 .7088403 1.05 .2298821 .8531409

.06 .3982248 .5239222 .56 .3410458 .7122603 1.06 .22746% .8554277

.07 .3979661 .5279032 .57 .3391243 .7156612 1.07 .2250599 .8576903

.08 .3976677 .5318814 .58 .3371799 .7190427 1.08 .2226535 .8599289

.09 .3973298 .5358564 .59 .3352132 .7224047 1.09 .2202508 .8621434

.10 .3%9525 .5398278 .60 .5332246 .7257469 1.10 .2178522 .8643339

.11 .3%5360 .5437853 .61 .3312147 .7290691 1.11 .2154582 .8665005

.12 .3960802 .5477584 .62 .3291840 .7323711 1.12 .2130691 .8686431

.13 .3955854 .5517168 .63 .3271330 .7356527 1.13 .2106856 .8707619

.14 .3950517 .5556700 .64 .3250623 .7389137 1.14 .2083078 .8727568

.15 .3944793 .5596177 .65 .3229724 .7421539 1.15 .2059363 .8749281

.16 .3938684 .5635595 .66 .3208638 .7453731 1.16 .2035714 .8769756

.17 .3932190 .5"674949 .67 .3187371 .7485711 1.17 .2012135 .8789995

.18 .3925315 .5714237 .68 .3165929 .7517478 1.18 .1988631 .8809999

.19 .3918060 .5753454 .69 .3144317 .7549029 1.19 .1965205 .8829768

.20 .3910427 .5792597 .70 .3122539 .7580363 1.20 .1941861 .8849303

.21 .3902419 .5831662 .71 .3100603 .7611479 1.21 .1918602 .8868605

.22 .3893038 .5870644 .72 .3078513 .7642375 1.22 .1895432 .8887676

.23 .3885286 .5909541 .73 .3056274 .7673049 1.23 .1872354 .8906514

.24 .3876166 .5948349 .74 .3033893 .7703500 1.24 .1849373 .8925123

.25 .3866681 .5987063 .75 .3011374 .7733726 1.25 .1826491 .8943502

.26 .3856834 .6025681 .76 .2988724 .7763727 1.26 .1803712 .8%1653

.27 .3846627 .6064199 .77 .2965948 .7793501 1.27 .1781038 .8979577

.28 .3836063 .6102612 .78 .2943050 .7823046 1.28 .175lW74 .8997274

.29 .3625146 .6140919 .79 .2920038 .7852361 1.29 .1736022 .9014747

.30 .3813878 .6178114 .80 .2896916 .7881446 1.30 .1713686 .9031995

.31 .3802264 .6217195 .81 .2873689 .7910299 1.31 .1691468 .9049021

.32 .3790305 .6255158 .82 .2850364 .7938919 1.32 .1669370 .9065825

.33 .3778007 .6293000 .83 .2826945 .7967306 1.33 .1647397 .9082409

.34 .3765372 .6330717 .84 .2803438 .7995458 1.34 .1625551 .9098773

.35 .3752403 .6368307 .85 .2779849 .8023375 1.35 .1603833 .9114920

.36 .3739106 .6405764 .86 .2755182 .805155 1.36 .1582248 .9130850

.37 .3725483 .7443088 .87 .2732444 .8078498 1.37 .1560797 .9146565

.38 .3711539 .6480273 .88 .2708640 .8105703 1.38 .1539483 .9162067

.39 .3692277 .6517317 .89 .2684774 .8132671 1.39 .1518308 .9177356

.40 .3682701 .6554217 .90 .2660852 .8159399 1.40 .1497227 .9192433

.41 .3667817 .6590970 .91 .2636880 .8185887 1.41 .1476385 .9207302

.42 .3652627 .6627573 .92 .2612863 .8212136 1.42 .1455741 .9221962

.43 .3637136 .6664022 .93 .2588805 .8238145 1.43 .1435046 .9236415

.44 .3621346 .6700314 .94 .2564713 .8263912 1.44 .1414600 .9250663

.45 .3605270 .6736448 .95 .2540591 .8289439 1.45 .1394306 .9264707

.46 .3588903 .6772419 .96 .2516443 .8314724 1.46 .1374165 .9278550

.47 .3572253 .6808225 .97 .2492277 .8339768 1.47 .1354181 .9292191

.48 .3555325 .6843863 .98 .2468095 .8364568 1.48 .1334353 .9305634

.49 .3538124 .6879331 .99 .2443095 .8389129 1.49 .1314684 .9318879

.50 .3520653 .6914625 1.00 .2419707 .8413447 1.50 .1295176 .9331928

1.51 .1275830 .9344783 2.01 .0529192 .9777844 2.51 .0170947 .9939634

1.52 .1256646 .9357445 2.02 .0518636 .9783083 2.52 .0166701 .9941323

1.53 .1237628 .9369916 2.03 .0508239 .9788217 2.53 .0162545 .9942969

1.54 .1218775 .9382198 2.04 .0498001 .9793248 2.54 .0158476 .9944574

(continued)
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Table A.2 (continued)

1.55 .1200090 .9394292 2.05 .0487920 .9798178 2.55 .0154493 .9946139

1.56 .1181573 .9406201 2.06 0477996 .9803007 2.56 .0150596 .9947664

1.57 .1163225 .9417924 2.07 .0468226 .9807738 2.57 ~0146782 .9949151

1.58 .1145048 .9429466 2.08 .0458611 .9812372 2.58 .0143051 .9950600

1.59 .1127042 .9440826 2.09 .0449148 .9816911 2.59 .0139401 .9952012

1.60 .1109208 .9452007 2.10 .0439836 .9821356 2.60 .0135830 .9953388

1.61 .1091548 .9463011 2.11 .0430674 .9825708 2.61 .0132337 .9954729

1.62 .1074061 .9473839 2.12 .0421661 .9829970 2.62 .0128921 .9956035

1.63 .1056748 .9484493 2.13 .0412795 .9834142 2.63 .0125581 .9957308

1.64 .1039611 .9494974 2.14 .0404076 .9838226 2.64 .0122315 .9958547

1.65 .1022649 .9505285 2.15 .0395500 .9842224 2.65 .0119122 .9959754

1.66 .1005864 .9515428 2.16 .0387069 .9846137 2.66 .0116001 .9960930

1.67 .0989255 9525403 2.17 .0378779 .9849966 2.67 .0112951 .9962074

1.68 .0972823 .9535213 2.18 .0370629 .9853713 2.68 .0109969 .9963189

1.69 .0956568 .9544860 2.19 .0362619 .9857379 2.69 .0107056 .9964274

1.70 .0940491 .9554345 2.20 .0354746 .9860966 2.70 .0104209 .9965330

1.71 .0924591 .9563671 2.21 .0347009 .9864474 2.71 .0101428 .9966358

1.72 .0908870 .9572838 2.22 .0339408 .9867906 2.72 .0098712 .9967359

1.73 .0893326 .9581849 2.23 .0331939 .9871263 2.73 .0096058 .9968333

1.74 .0877961 .9590705 2.24 .0324603 .9874545 2.74 .0093466 .9969280

1.75 .0862773 .9599408 2.25 .0317397 .9877755 2.75 .0090936 .9970202

1.76 .0847764 .9607961 2.26 .0310319 .9880894 2.76 .0068465 .9971099

1.77 .0832932 .9616364 2.27 .0303370 .9883962 2.77 .0086052 .9971972

1.78 .0818278 .9624620 2.28 .02%546 .9886962 2.78 .0083697 .9972821

1.79 .0803801 .9632730 2.29 .0289647 .9889893 2.79 .0081398 .9973646

1.80 .0789502 .9640697 2.30 .0283270 .9892759 2.80 .0079155 .9974449

1.41 .0775379 .9648521 2.31 .0276816 .9895559 2.81 .0076965 .9975229

1.82 .0761433 .9656205 2.32 .0270481 .98982% 2.82 .0074829 .9975983

1.83 .0741663 .9663750 2.33 .0264265 .9900969 2.83 .0072744 .9976726

1.84 .()1.34068 .9671159 2.34 .0258166 .9903581 2.84 .0070711 .9977443

1.85 .0720649 4678432 2.35 .0252182 .9906153 2.85 .0068728 .9978140

1.86 .0707404 .9685572 2.36 .0246313 .9908625 2.86 .0066793 .9978818

1.87 .0694333 .9692581 2.37 .0240556 .9911060 2.87 .0064907 .9979476

1.83 .0681436 .9699460 2.38 .4234910 .9913437 2.88 .0063067 .9980116

1.89 .0668711 .9706210 2.39 .0229374 .9915758 2.89 .0061274 .998073J~

1.90 .0656158 9712834 2.40 .0223945 .9918025 2.90 .0059525 .9981342

1.91 .0643777 .9719334 2.41 .0218624 .9920237 2.91 .0057821 .9981929

1.92 .0631566 .9725711 2.42 .0213407 .9922397 2.92 .0056160 .9982498

1.93 .0619524 .9731966 2.43 .0208294 .9924506 2.93 .0054541 .9983052

1.94 .0607652 .9738102 2.44 .0203284 .9926564 2.94 .0052963 .9983589

1.95 4595947 .9744119 2.45 4198374 9928572 2.95 .0051426 .9984111

1.% .0584409 .9750021 2.46 .0193563 .9930531 2. % .0049929 .9984618

1.97 .0573038 .9755808 2.47 .0188850 .9932443 2.97 .0048470 .9985110

1.98 .0561831 .9761482 2.48 .0184233 .9934309 2.98 .0047050 .9985583

1.99 .0550789 9767045 2.49 .0179711 .9936128 2.99 .0045666 .9986051

2.00 .0539910 .9772499 2.50 .0175283 .9937903 3.00 .0044318 .9986501
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Table A.3 Table of t statistics

Degree of freedom

Probability of a larger value, sign ignored

0.500 0.400 0.200 0.100 0.050 0.025 0.010 0.005 0.001

1 1.000 1.376 3.078 6.314 12.706 25.452 63.657

2 0.816 1.061 1.886 2.920 4.303 6.205 9.925 14.089 31.598

3 .765 0.978 1.638 2.535 3.182 4.176 5.841 7.453 12.941

4 .741 .941 1.533 2.132 2.776 3.495 4.604 5.598 8.610

5 .727 .920 1.476 2.015 2.571 3.163 4.032 4.773 6.859

6 .718 .906 1.440 1.943 2.447 2.969 3.707 4.317 5.956

7 .711 .896 1.415 1.895 2.365 2.841 3.499 4.029 5.405

8 .706 .889 1.397 1.860 2.306 2.752 3.355 3.832 5.041

9 .703 .883 1.383 1.833 2.262 2.685 3.250 3.690 4.781

10 .700 .879 1.372 1.812 2.228 2.634 3.199 3.581 4.587

11 .697 .876 1.363 1.796 2.201 2.593 3.106 3.497 4.437

12 .695 .873 1.356 1.782 2.179 2.560 3.055 3.428 4.318

13 .694 .870 1.350 1.771 2.160 2.533 3.012 3.372 4.221

14 .692 .868 1.345 1.761 2.145 2.510 2.977 3.326 4.410

15 .691 .866 1.341 1.753 2.131 2.490 2.947 3.286 4.073

16 .690 .865 1.337 1.746 2.120 2.473 2.921 3.252 4.015

17 .689 .863 1.333 1.740 2.110 2.458 2.898 3.222 3.965

18 .688 .862 1.330 1.734 2.101 2.445 2.878 3.197 3.922

19 .688 .861 1.328 1.729 2.093 2.433 2.861 3.174 3.883

20 .687 .860 1.325 1.725 2.086 2.423 2.845 3.153 3.850

21 .686 .859 1.323 1.721 2.080 2.414 2.831 3.135 3.819

22 .686 .858 1.321 1.717 2.074 2.406 2.819 3.119 3.792

23 .685 .858 1.319 1.714 2.069 2.398 2.807 3.104 3.767

24 .685 .857 1.318 1.711 2.064 2.391 2.797 3.090 3.745

25 .684 .856 1.316 1.708 2.060 2.385 2.787 3.078 3.725

26 .684 .856 1.315 1.706 2.056 2.379 2.779 3.067 3.707

27 .684 .855 1.314 1.703 2.052 2.373 2.771 3.056 3.690

28 .683 .855 1.313 1.701 2.048 2.368 2.763 3.047 3.674

29 .683 .854 1.311 1.699 2.045 2.364 2.756 3..038 3.659

30 .683 .854 1.310 1.697 2.042 2.360 2.750 3.030 3.646

35 .682 .852 1.306 1.690 2.030 2.342 2.724 2.996 3.591

40 .681 .851 1.303 1.684 2.021 2.329 2.704 2.971 3.551

45 .680 .850 1.301 1.680 2.014 2.319 2.690 2.952 3.520

50 .680 .849 1.299 1.676 2.008 2.310 2.678 2.937 3.486

55 .679 .849 1.297 1.673 2.004 2.304 2.669 2.925 3.476

60 .679 .848 1.296 1.661 2.000 2.299 2.660 2.915 3.460

70 .678 .847 1.294 1.667 1.994 2.290 2.648 2.899 3.435

80 .678 .847 1.293 1.665 1.989 2.284 2.638 2.887 3.416

90 .678 .846 1.291 1.662 1.986 2.279 2.631 2.878 3.402

100 .677 .846 1.290 1.661 1.982 2.276 2.625 2.871 3.390

120 .677 .845 1.289 1.658 1.980 2.270 2.617 2.860 3.373

1 .6745 .8416 1.2816 1.6448 1.9600 2.2414 2.5758 2.8070 3.2905
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Table A.4 Table of F statistic (5% level of significance)

n1

1 2 3 4 5 6 8 12 24 1n2

1 161.40 199.50 215.70 224.60 230.20 234.00 238.90 243.90 249.00 254.30

2 18.51 19.00 19.16 19.25 19.30 19.33 19.37 19.41 19.45 19.50

3 10.13 9.55 9.28 9.12 9.01 8.94 8.84 8.74 8.64 8.53

4 7.71 6.94 6.59 6.39 6.26 6.16 6.04 5.91 5.77 5.63

5 6.61 5.79 5.41 5.19 5.05 4.95 4.82 4.68 4.53 4.36

6 5.99 5.14 4.76 4.53 4.39 4.28 4.15 4.00 3.84 3.67

7 5.59 4.74 4.35 4.12 3.97 3.87 3.73 3.57 3.41 3.23

8 5.32 4.46 4.07 3.84 3.69 3.58 3.44 3.28 3.12 2.93

9 5.12 4.26 3.86 3.63 3.48 3.37 3.23 3.07 2.90 2.71

10 4.96 4.10 3.71 3.48 3.33 3.22 3.07 2.91 2.74 2.54

11 4.84 3.98 3.59 3.86 3.20 3.09 2.95 2.79 2.61 2.40

12 4.75 3.88 3.49 3.26 3.11 3.00 2.85 2.69 2.50 2.30

13 4.67 3.80 3.41 3.18 3.02 2.92 2.77 2.60 2.42 2.21

14 4.60 3.74 3.34 3.11 2.96 2.85 2.70 2.53 2.35 2.13

15 4.54 3.68 3.29 3.06 2.90 2.79 2.64 2.48 2.29 2.07

16 4.49 3.63 3.24 3.01 2.85 2.74 2.59 2.42 2.24 2.01

17 4.45 3.59 3.20 2.96 2.81 2.70 2.55 2.38 2.19 1.96

18 4.41 3.55 3.16 2.93 2.77 2.66 2.51 2.34 2.15 1.92

19 4.38 3.52 3.13 2.90 2.74 2.63 2.48 2.31 2.11 1.88

20 4.35 3.49 3.10 2.87 2.71 2.60 2.45 2.28 2.08 1.84

21 4.32 3.47 3.07 2.84 2.68 2.57 2.42 2.25 2.05 1.81

22 4.30 3.44 3.05 2.82 2.66 2.55 2.40 2.23 2.03 1.78

23 4.28 3.42 3.03 2.80 2.64 2.53 2.38 2.20 2.00 1.76

24 4.26 3.40 3.01 2.78 2.62 2.51 2.36 2.18 1.98 1.73

25 4.24 3.38 2.99 2.76 2.60 2.49 2.34 2.16 1.96 1.71

26 4.22 3.37 2.98 2.74 2.59 2.47 2.32 2.15 1.95 1.69

27 4.21 3.35 2.96 2.73 2.57 2.46 2.30 2.13 1.93 1.67

28 4.20 3.34 2.95 2.71 2.56 2.44 2.29 2.12 1.91 1.65

29 4.18 3.33 2.93 2.70 2.54 2.43 2.28 2.10 1.90 1.64

30 4.17 3.32 2.92 2.69 2.53 2.42 2.27 2.09 1.89 1.62

40 4.03 3.23 2.84 2.61 2.45 2.34 2.18 2.00 1.79 1.51

60 4.00 3.16 2.76 2.52 2.37 2.25 2.10 1.92 1.70 1.39

120 3.92 3.07 2.68 2.45 2.29 2.17 2.02 1.83 1.61 1.25

1 3.84 2.99 2.60 2.37 2.21 2.09 1.94 1.75 1.52 1.00
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Table A.5 Table of F statistic (1% level of significance)

n1

1 2 3 4 5 6 8 12 24 1n2

1 4052 4999 5403 5625 5764 5859 5981 6106 6234 6366

2 98.49 99.01 99.17 99.25 99.30 99.33 99.36 99.42 99.46 99.50

3 34.12 30.81 29.46 28.71 28.24 27.91 27.49 27.05 26.60 26.12

4 21.20 18.00 16.69 15.98 15.52 15.21 14.80 14.37 13.93 13.46

5 16.26 13.27 12.06 11.39 10.97 10.67 10.27 9.89 9.47 9.02

6 13.74 10.92 9.78 9.15 8.75 8.47 8.10 7.72 7.31 6.88

7 12.25 9.55 8.45 7.85 7.46 7.19 6.84 6.47 6.07 5.65

8 11.26 8.65 7.59 7.01 6.63 6.37 6.03 5.67 5.28 4.86

9 10.56 8.02 6.99 6.42 6.06 5.80 5.47 5.11 4.73 4.31

10 10.04 7.56 6.55 5.99 5.64 5.39 5.06 4.71 4.33 3.91

11 9.65 7.20 6.22 5.67 5.32 5.07 4.74 4.40 4.02 3.60

12 9.33 6.93 5.95 5.41 5.06 4.82 4.50 4.16 3.78 3.36

13 9.07 6.70 5.74 5.20 4.86 4.62 4.30 3.96 3.59 3.16

14 8.86 6.51 5.56 5.03 4.69 4.46 4.14 3.80 3.43 3.00

15 8.68 6.36 5.42 4.89 4.56 4.32 4.00 3.67 3.29 2.87

16 8.53 6.23 5.29 4.77 4.44 4.20 3.89 3.55 3.18 2.75

17 8.40 6.11 5.18 4.67 4.34 4.10 3.79 3.45 3.08 2.65

18 8.28 6.01 5.09 4.58 4.25 4.01 3.71 3.37 3.00 2.57

19 8.18 5.93 5.01 4.50 4.17 3.94 3.63 3.30 2.92 2.49

20 8.10 5.85 4.94 4.43 4.10 3.87 3.56 3.23 2.86 2.42

21 8.02 5.78 4.87 4.37 4.04 3.81 3.51 3.17 2.80 2.36

22 7.94 5.72 4.82 4.31 3.99 3.76 3.45 3.12 2.75 2.31

23 7.88 5.66 4.76 4.26 3.94 3.71 3.41 3.07 2.70 2.26

24 7.82 5.61 4.72 4.22 3.90 3.67 3.36 3.03 2.66 2.21

25 7.77 5.57 4.68 4.18 3.86 3.63 3.32 2.99 2.62 2.17

26 7.72 5.53 4.64 4.14 3.82 3.59 3.29 2.96 2.58 2.13

27 7.68 5.49 4.60 4.11 3.78 3.56 3.26 2.93 2.55 2.10

28 7.64 5.45 4.57 4.07 3.75 3.53 3.23 2.90 2.52 2.06

29 7.60 5.42 4.54 4.04 3.73 3.50 3.20 2.87 2.49 2.03

30 7.56 5.39 4.51 4.02 3.70 3.47 3.17 2.84 2.47 2.01

40 7.31 5.18 4.31 3.83 3.51 3.29 2.99 2.66 2.29 1.80

60 7.08 4.98 4.13 3.65 3.34 3.12 2.82 2.50 2.12 1.60

120 6.85 4.79 3.95 3.48 3.17 2.96 2.66 2.34 1.95 1.38

1 6.64 4.60 3.78 3.32 3.02 2.80 2.51 2.18 1.79 1.00

Appendix 179



www.manaraa.com

T
a
b
le

A
.6

T
ab
le

o
f
cu
m
u
la
ti
v
e
d
is
tr
ib
u
ti
o
n
o
f
w2

D
eg
re
e

o
f
fr
ee
d
o
m

P
ro
b
ab
il
it
y
o
f
g
re
at
er

v
al
u
e

0
.9
9
5

0
.9
9
0

0
.9
7
5

0
.9
5
0

0
.9
0
0

0
.7
5
0

0
.5
0
0

0
.2
5
0

0
.1
0
0

0
.0
5
0

0
.0
2
5

0
.0
1
0

0
.0
0
5

1
..
..

..
..

..
..

..
..

0
.0
2

0
.1
0

0
.4
5

1
.3
2

2
.7
1

3
.8
4

5
.0
2

6
.6
3

7
.8
8

2
0
.0
1

0
.0
2

0
.0
5

0
.1
0

0
.2
1

0
.5
8

1
.3
9

2
.7
7

4
.6
1

5
.9
9

7
.3
8

9
.2
1

1
0
.6
0

3
0
.0
7

0
.1
1

0
.2
2

0
.3
5

0
.5
8

1
.2
1

2
.3
7

4
.1
1

6
.2
5

7
.8
1

9
.3
5

1
1
.3
4

1
2
.8
4

4
0
.2
1

0
.3
0

0
.4
8

0
.7
1

1
.0
6

1
.9
2

3
.3
6

5
.3
9

7
.7
8

9
.4
9

1
1
.1
4

1
3
.2
8

1
4
.8
6

5
0
.4
1

0
.5
5

0
.8
3

1
.1
5

1
.6
1

2
.6
7

4
.3
5

6
.6
3

9
.2
4

1
1
.0
7

1
2
.8
3

1
5
.0
9

1
6
.7
5

6
0
.6
8

0
.8
7

1
.2
4

1
.6
4

2
.2
0

3
.4
5

5
.3
5

7
.8
4

1
0
.6
4

1
2
.5
9

1
4
.4
5

1
6
.8
1

1
8
.5
5

7
0
.9
9

1
.2
4

1
.6
9

2
.1
7

2
.8
3

4
.2
5

6
.3
5

9
.0
4

1
2
.0
2

1
4
.0
7

1
6
.0
1

1
8
.4
8

2
0
.2
8

8
1
.3
4

1
.6
5

2
.1
8

2
.7
3

3
.4
9

5
.0
7

7
.1
4

1
0
.2
2

1
3
.3
6

1
5
.5
1

1
7
.5
3

2
0
.0
9

2
1
.9
6

9
1
.7
3

2
.0
9

2
.7
0

3
.3
3

4
.1
7

5
.9
0

8
.3
4

1
1
.3
9

1
4
.6
8

1
6
.9
2

1
9
.0
2

2
1
.6
7

2
3
.5
9

1
0

2
.1
6

2
.5
6

3
.2
5

3
.9
4

4
.8
7

6
.7
4

9
.3
4

1
2
.5
5

1
5
.9
9

1
8
.3
1

2
0
.4
8

2
3
.2
1

2
5
.1
9

1
1

2
.6
0

3
.0
5

3
.8
2

4
.5
7

5
.5
8

7
.5
8

1
0
.3
4

1
3
.7
0

1
7
.2
8

1
9
.6
8

2
1
.9
2

2
4
.7
2

2
6
.7
6

1
2

3
.0
7

3
.5
7

4
.4
0

5
.2
3

6
.3
0

8
.4
4

1
1
.3
4

1
4
.8
5

1
8
.5
5

2
1
.0
3

2
3
.3
4

2
6
.2
2

2
8
.3
0

1
3

3
.5
7

4
.1
1

5
.0
1

5
.8
9

7
.0
4

9
.3
0

1
2
.3
4

1
5
.9
8

I9
.8
1

2
2
.3
6

2
4
.7
4

2
7
.6
9

2
9
.8
2

1
4

4
.0
7

4
.6
6

5
.6
3

6
.5
7

7
.7
9

1
0
.1
7

1
3
.3
4

1
7
.1
2

2
1
.0
6

2
3
.6
8

2
6
.1
2

2
9
.1
4

3
1
.3
2

1
5

4
.6
0

5
.2
3

6
.2
7

7
.2
6

8
.5
5

1
1
.0
4

1
4
.3
4

1
8
.2
5

2
2
.3
1

2
5
.0
0

2
7
.4
9

3
0
.5
8

3
2
.8
0

1
6

5
.1
4

5
.8
1

6
.9
1

7
.9
6

9
.3
1

1
1
.9
1

1
5
.3
4

1
9
.3
7

2
3
.5
4

2
6
.3
0

2
8
.8
5

3
2
.0
0

3
4
.2
7

1
7

5
.7
0

6
.4
1

7
.5
6

8
.6
7

I0
.0
9

1
2
.7
9

1
6
.3
4

2
0
.4
9

2
4
.7
7

2
7
.5
9

3
0
.1
9

3
3
.4
1

3
5
.7
2

1
8

6
.2
6

7
.0
1

8
.2
3

9
.3
9

1
0
.8
6

1
3
.6
8

1
7
.3
4

2
1
.6
0

2
5
.9
9

2
8
.8
7

3
1
.5
3

3
4
.8
1

3
7
.1
6

1
9

6
.8
4

7
.6
3

8
.9
1

1
0
.1
2

1
1
.6
5

1
4
.5
6

1
8
.3
4

2
2
.7
2

2
7
.2
0

3
0
.1
4

3
2
.8
5

3
6
.1
9

3
8
.5
8

2
0

7
.4
3

8
.2
6

9
.5
9

1
0
.8
5

1
2
.4
4

1
5
.4
5

1
9
.3
4

2
3
.8
3

2
8
.4
1

3
1
.4
1

3
4
.1
7

3
7
.5
7

4
0
.0
0

2
1

8
.0
3

8
.9
0

1
0
.2
8

1
1
.5
9

1
3
.2
4

1
6
.3
4

2
0
.3
4

2
4
.9
3

2
9
.6
2

3
2
.6
7

3
5
.4
8

3
8
.9
3

4
1
.4
0

2
2

8
.6
4

9
.5
4

1
0
.9
8

1
2
.3
4

1
4
.0
4

1
7
.2
4

2
1
.3
4

2
6
.0
4

3
0
.1
1

3
3
.9
2

3
6
.7
8

4
0
.2
9

4
2
.8
0

2
3

9
.2
6

1
0
.2
0

1
1
.6
9

1
3
.0
9

1
4
.8
5

1
8
.1
4

2
2
.3
4

2
7
.1
4

3
2
.0
1

3
5
.I
7

3
8
.0
8

4
1
.6
4

4
4
.1
8

2
4

9
.8
9

1
0
.8
6

1
2
.4
0

1
3
.8
5

1
5
.6
6

1
9
.0
4

2
3
.3
4

2
8
.2
4

3
3
.2
0

3
6
.4
2

3
9
.3
6

4
2
.9
8

4
5
.5
6

2
5

1
0
.5
2

1
1
.5
2

1
3
.1
2

1
4
.6
1

1
6
.4
7

1
9
.9
4

2
4
.3
4

2
9
.3
4

3
4
.3
8

3
7
.6
5

4
0
.6
5

4
4
.3
1

4
6
.9
3

2
6

1
1
.1
6

1
2
.2
0

1
3
.8
4

1
5
.3
8

1
7
.2
9

2
0
.8
4

2
5
.3
4

3
0
.4
3

3
5
.5
6

3
8
.8
9

4
1
.9
2

4
5
.6
4

4
8
.2
9

2
7

1
1
.8
1

1
2
.8
8

1
4
.5
7

1
6
.1
5

1
8
.1
1

2
1
.7
5

2
6
.3
4

3
1
.5
3

3
6
.7
4

4
0
.1
1

4
3
.1
9

4
6
.9
6

4
9
.6
4

2
8

1
2
.4
6

1
3
.5
6

1
5
.3
1

1
6
.9
3

1
8
.9
4

2
2
.6
6

2
7
.3
4

3
2
.6
2

3
7
.9
2

4
1
.3
4

4
4
.4
6

4
8
.2
8

5
0
.9
9

2
9

1
3
.1
2

1
4
.2
6

1
6
.0
5

1
7
.7
1

1
9
.7
7

2
.1
.5
7

2
8
.3
4

3
3
.7
1

3
9
.0
9

4
2
.5
6

4
5
.7
2

4
9
.5
9

5
2
.3
4

3
0

1
3
.7
9

1
4
.9
5

1
6
.7
9

1
8
.4
9

2
0
.6
0

2
4
.4
8

2
9
.3
4

3
4
.8
0

4
0
.2
6

4
3
.7
7

4
6
.9
8

5
0
.8
9

5
3
.6
7

4
0

2
0
.7
1

2
2
.1
6

2
4
.4
3

2
6
.5
1

2
9
.0
5

3
3
.6
6

3
9
.3
4

4
5
.6
2

5
1
.8
0

5
5
.7
6

5
9
.3
4

6
3
.6
9

6
6
.7
7

5
0

2
7
.9
9

2
9
.7
1

3
2
.3
6

3
4
.7
6

3
7
.6
9

4
2
.9
4

4
9
.3
3

5
6
.3
3

6
3
.1
7

6
7
.5
0

7
1
.4
2

7
6
.1
5

7
9
.4
9

6
0

3
5
.5
3

3
7
.4
8

4
0
.4
8

4
3
.1
9

4
6
.4
6

5
2
.2
9

5
9
.3
3

6
6
.9
8

7
4
.4
0

7
9
.0
8

8
3
.3
0

8
8
.3
8

9
1
.9
5

7
0

4
3
.2
8

4
3
.4
4

4
8
.7
6

5
1
.7
4

5
5
.3
3

6
1
.7
0

6
9
.3
3

7
7
.5
8

8
5
.5
3

9
0
.5
3

9
5
.0
2

1
0
0
.4
2

1
0
4
.2
2

8
0

5
1
.1
7

5
3
.5
4

5
7
.1
5

6
0
.3
9

6
4
.2
8

7
1
.1
4

7
9
.3
3

8
8
.1
3

9
6
.5
8

1
0
1
.8
8

1
0
6
.6
3

1
1
2
.3
3

1
1
6
.3
2

9
0

5
9
.2
0

6
1
.7
5

6
5
.6
5

6
9
.1
3

7
3
.2
9

8
0
.6
2

8
9
.3
3

9
8
.6
4

1
0
7
.5
6

1
1
3
.1
4

1
1
8
.1
4

1
2
4
.1
2

1
2
8
.3
0

1
0
0

6
7
.3
3

7
0
.0
6

7
4
.2
2

7
7
.9
3

8
2
.3
6

9
0
.1
3

9
9
.3
3

0
9
.1
4

1
1
8
.5
0

1
2
4
.3
4

1
2
9
.5
6

1
3
5
.8
1

1
4
0
.1
7

180 9 Formulation and Testing of Hypothesis



www.manaraa.com

Table A.7 Table of critical values of simple and partial correlation coefficients

d.f

Two-sided

5% 1% 0.1%

1 .969 .988 .988

2 .960 .900 .900

3 .878 .959 .911

4 .811 .917 .974

5 .754 .875 .951

6 .707 .834 .925

7 .606 .798 .898

8 .632 .765 .872

9 .602 .735 .847

10 .576 .708 .823

11 .553 .684 .801

12 532 .661 .780

13 .514 .041 .760

14 .497 .623 .742

15 .482 .606 .725

16 468 .590 .708

17 .456 .575 .093

18 .444 .561 .679

19 .433 .549 .065

20 .423 .537 .652

21 .413 .526 .640

22 .404 .615 .629

23 .396 .505 .618

24 .388 .496 .607

25 .381 .487 .697

26 .374 .478 .588

27 .367 .470 .578

28 .361 .463 .570

29 .355 .456 .562

30 .349 .449 .654

40 .304 .393 .490

50 .273 .354 .443

60 .250 .325 .408

70 .232 .302 .380

80 .117 .283 .357

100 .196 .254 .321

160 .159 .208 .263

200 .138 .181 .230

260 .124 .162 .206

300 .113 .146 .188
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Table A.8 Table for one-sided and both-sided K–S one sample statistic

One sided test:

α ¼ .10 .05 .025 .01 .005 α ¼ .10 .05 .025 .01 .005

Two sided test:
α ¼ .20 .10 .05 .02 .01 α ¼ .20 .10 .05 .02 .01

n ¼ 1 .900 .950 .975 .990 .995 n ¼ 21 .226 .59 .297 .321 .344

2 .684 .776 .842 .900 .929 22 .221 .253 .281 .314 .337

3 .565 .636 .708 .785 .829 23 .216 .247 .275 .307 .330

4 .493 .565 .624 .689 .734 24 .212 .242 .269 .301 .323

5 .447 .509 .563 .627 .669 25 .208 .238 .264 .295 .317

6 .410 .468 .519 .577 .617 26 .204 .233 .259 .291 .311

7 .381 .436 .483 .538 .576 27 .200 .229 .254 .284 .305

8 .358 .410 .454 .507 .542 28 .197 .225 .250 .27? .300

9 .339 .387 .430 .480 .513 29 .193 .221 .246 .275 .295

10 .323 .369 .409 .457 .489 30 .190 .218 .242 .270 .290

11 .308 .352 .391 .437 .468 31 .187 .214 .238 .266 .285

12 .296 .338 .375 .419 .44 32 .184 .211 .234 .262 .281

13 .285 .325 .361 .404 .432 33 .182 .208 .231 .258 .277

14 .275 .314 .349 .390 .418 34 .179 .205 .227 .254 .273

15 .266 .304 .338 .377 .404 35 .177 .202 .224 .251 .269

16 .258 .295 .327 .366 .392 36 .174 .199 .221 .247 .265

17 .250 .286 .318 .355 .381 37 .172 .196 .218 .244 .262

18 .244 .279 .309 .346 .371 38 .170 .194 .215 .241 .258

19 .237 .271 .301 .337 .361 39 .168 .191 .213 .238 .255

20 .232 .265 .294 .329 .352 40 .165 .189 .210 .235 .252

Approximation for n > 40 1:07ffiffi
n

p 1:22ffiffi
n

p 1:36ffiffi
n

p 1:52ffiffi
n

p 1:63ffiffi
n

p
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Table A.9 Critical values for K–S two-sample test statistic

This table gives the values of Dþ
m; n; a and Dm; n; a for which a 
 P Dþ

m; n Dþ
m; n; a

n o
for some selected values of

N1 ¼ smaller sample size, N2 ¼ larger sample size, and a

One sided test: α ¼ .10 .05 .025 .01 .005
Two sided test: α ¼ .20 .10 .05 .02 .01

N1 ¼ 1 N2 ¼ 9 17/18

10 9/10

N1 ¼ 2 N2 ¼ 3 5/6

4 3/4

5 4/5 4/5

6 5/6 5/6

7 5/7 6/7

8 3/4 7/4 7/8

9 7/9 8/9 8/9

10 7/10 4/5 9/10

N1 ¼ 3 N2 ¼ 4 3/4 3/4

5 2/3 4/5 4/5

6 2/3 2/3 5/6

7 2/3 5/7 6/7 6/7

8 5/8 3/4 3/4 7/8

9 2/3 2/3 7/9 8/9 8/9

10 3/5 7/10 4/5 9/10 9/10

12 7/12 2/3 3/4 5/6 11/12

N1 ¼ 4 N2 ¼ 5 3/5 3/4 4/5 4/5

6 7/12 2/3 3/4 5/6 5/6

7 17/28 5/7 3/4 6/7 6/7

8 5/8 5/8 3/4 7/8 7/8

9 5/9 2/3 3/4 7/9 8/9

10 11/20 13/20 7/10 4/5 4/5

12 7/12 2/3 2/3 3/4 5/6

16 9/1 5/8 11/16 3/4 13/16

N1 ¼ 5 N2 ¼ 6 3/5 2/3 2/3 5/6 5/6

7 4/7 23/35 5/7 29/35 6/7

8 11/20 5/8 27/40 4/5 4/5

9 5/9 3/5 31/45 7/9 4/5

10 1/2 3/5 7/10 7/10 4/5

15 8/15 3/5 2/3 77/15 11/15

20 1/2 11/20 3/5 7/10 3/4

N1 ¼ 6 N1 ¼ 7 23/42 4/7 29/42 5/7 5/6

8 1/2 7/12 2/3 3/4 3/4

9 1/2 5/9 2/3 13/18 7/9

10 1/2 17/30 19/30 7/10 1/15

12 1/2 7/12 7/12 2/3 3/4

18 4/9 5/9 11/18 2/3 2/3

(continued)
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Table A.9 (continued)

One sided test: α ¼ .10 .05 .025 .01 .005
Two sided test: α ¼ .20 .10 .05 .02 .01

24 11/24 1/2 7/12 5/8 2/3

N1 ¼ 7 N2 ¼ 8 27/56 33/56 5/8 41/56 3/4

9 31/63 5/9 40/63 5/7 47/63

10 33/70 39/70 43/70 7/10 5/7

14 3/7 1/2 4/7 9/14 5/7

28 3/7 13/28 15/28 17/28 9/14

N1 ¼ 8 N2 ¼ 9 4/9 13/24 5/8 2/3 3/4

10 19/40 21/40 13/40 17/40 7/10

12 11/24 1/2 7/12 5/8 2/3

16 7/16 1/2 9/16 5/8 5/8

32 13/32 7/16 1/2 9/16 19/32

N1 ¼ 9 N2 ¼ 10 7/15 1/2 26/45 2/3 31/45

12 4/9 1/2 5/9 11/18 2/3

15 19/45 22/45 8/15 3/5 29/45

18 7/18 4/9 1/2 5/9 11/18

36 13/36 5/12 17/36 19/36 5/9

N1 ¼ 10 N2 ¼ 15 2/5 7/15 1/2 17/30 19/30

20 2/5 9/20 1/2 11/20 3/5

40 7/20 2/5 9/20 1/2

N1 ¼ 12 N2 ¼ 15 23/60 9/20 1/2 11/20 7/12

16 3/8 7/16 23/48 13/24 7/12

18 13/36 5/12 17/36 19/36 5/9

20 11/30 5/12 7/15 31/60 17/30

N1 ¼ 15 N2 ¼ 20 7/20 2/5 13/30 29/60 31/60

N1 ¼ 16 N2 ¼ 20 27/80 31/80 17/40 19/40 41/40

Large-sample approximation 1:07
ffiffiffiffiffiffiffi
mþn
mn

q
1:22

ffiffiffiffiffiffiffi
mþn
mn

q
1:36

ffiffiffiffiffiffiffi
mþn
mn

q
1:52

ffiffiffiffiffiffiffi
mþn
mn

q
1:63

ffiffiffiffiffiffiffi
mþn
mn

q
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Table A.10 Table for critical values of r in run test

n2

2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20n1

2 2 2 2 2 2 2 2 2 2

3 2 2 2 2 2 2 2 2 2 3 3 3 3 3 3

4 2 2 2 3 3 3 3 3 3 3 3 4 4 4 4 4

5 2 2 3 3 3 3 4 4 4 4 4 4 4 5 5 5

6 2 2 3 3 3 3 4 4 4 4 5 5 5 5 5 5 6 6

7 2 2 3 3 3 4 4 5 5 5 5 5 6 6 6 6 6 6

8 2 3 3 3 4 4 5 5 5 6 6 6 6 6 7 7 7 7

9 2 3 3 4 4 5 5 5 6 6 6 7 7 7 7 8 8 8

10 2 3 3 4 5 5 5 6 6 7 7 7 7 8 8 8 8 9

11 2 3 4 4 6 5 6 6 7 7 7 8 8 8 9 9 9 9

12 2 2 3 4 4 5 6 6 7 7 7 8 8 8 9 9 9 10 10

13 2 2 3 4 5 5 6 6 7 7 8 8 9 9 9 10 10 10 10

14 2 2 3 4 5 5 6 7 7 8 8 9 9 9 10 10 10 11 11

15 2 3 3 4 5 6 6 7 7 8 8 9 9 10 10 11 11 11 12

16 2 3 4 4 5 6 6 7 8 8 9 9 10 10 11 11 11 12 12

17 2 3 4 4 5 6 7 7 8 9 9 10 10 11 11 11 12 12 13

18 2 3 4 6 5 6 7 8 8 9 9 10 10 11 11 12 12 13 13

19 2 3 4 5 6 6 7 8 8 9 10 10 11 11 12 12 13 13 13

20 2 3 4 5 6 6 7 8 9 9 10 10 11 12 12 13 13 13 14

n2

2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20n1

2

3

4 9 9

5 9 10 10 11 11

6 9 10 11 12 12 13 13 13 13

7 11 12 13 13 14 14 14 14 15 15 15

8 11 12 13 14 14 15 15 16 16 16 16 17 17 17 17 17

9 13 14 14 15 16 16 16 17 17 18 18 18 18 18 18

10 13 14 15 16 16 17 17 18 18 18 19 19 19 20 20

11 13 14 15 16 17 17 18 19 19 19 20 20 20 21 21

12 13 14 16 16 17 18 19 19 20 20 21 21 21 22 22

13 15 16 17 18 19 19 20 20 21 21 22 22 23 23

14 15 16 17 18 19 20 20 21 22 22 23 23 23 24

15 15 16 18 18 19 20 21 22 22 23 23 24 24 25

16 17 18 19 20 21 21 22 23 23 24 25 25 25

17 17 18 19 20 21 22 23 23 24 25 25 26 26

18 17 18 19 20 21 22 23 24 25 25 26 26 27

19 17 18 20 21 22 23 23 24 25 26 26 27 27

20 17 18 20 21 22 23 24 25 25 26 27 27 28

For one sample and two sample run test any value of r equal to or smaller than the value shown in Table A.12 is

significant at 0.05 level. For one sample run test, any value of r greater than or equals to the values shown in

Table A.12A is also significant at 0.05 level
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Table A.13 One-tailed cumulative binomial probabilities under H0: P ¼ Q ¼ 0.5

x

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15N

5 031 188 500 812 969 {

6 016 109 344 656 891 984 {

7 008 062 227 500 773 938 992 {

8 004 035 145 363 637 855 965 996 {

9 002 020 090 254 500 746 910 980 998 {

10 001 011 055 172 377 623 828 945 989 999 {

11 006 033 113 274 500 726 887 967 994 { {

12 003 019 073 194 387 613 806 927 981 997 { {

13 002 011 046 133 291 500 709 867 954 989 998 { {

14 001 006 029 090 212 395 605 788 910 971 994 999 { {

15 004 018 059 151 304 500 696 849 941 982 996 { { {

16 002 011 038 105 227 402 598 773 895 962 989 998 { {

17 001 006 025 072 166 315 500 685 834 928 975 994 999 {

18 001 004 015 048 119 240 407 593 760 881 952 985 996 999

19 002 010 032 084 180 324 500 676 820 916 968 990 998

20 001 006 021 058 132 252 412 588 748 868 942 979 994

21 001 004 013 039 095 192 332 500 668 808 905 961 987

22 002 008 026 067 143 262 416 584 738 857 933 974

23 001 005 017 047 105 202 339 500 661 798 895 953

24 001 003 011 032 076 154 271 419 581 729 846 924

25 002 007 022 054 115 212 345 500 655 788 885

Note: Probability values are in decimal points

{ Values are almost unity

Table A.12 Values of the Kendall’s coefficient of concordance

k

N Some additional values for N ¼ 3

3 4 5 6 7 k s

Values at 5% level of significance

3 64.4 103.9 157.3 9 54.0

4 49.5 88.4 143.3 217.0 12 71.9

5 62.6 112.3 182.4 276.2 14 83.8

6 75.7 136.1 221.4 335.2 16 95.8

8 48.1 101.7 183.7 299.0 453.1 18 107.7

10 60.0 127.8 231.2 376.7 571.0

15 89.8 192.9 349.8 570.5 864.9

20 119.7 258.0 468.5 764.4 1158.7

Values at 1% level of significance

3 75.6 122.8 185.6 9 75.9

4 61.4 109.3 176.2 265.0 12 103.5

5 80.5 142.8 229.4 343.8 14 121.9

6 99.5 176.1 282.4 422.6 16 140.2

8 66.8 137.4 242.7 383.3 579.9 18 158.6

10 85.1 175.3 309.1 494.0 737.0

15 131.0 269.8 475.2 758.2 1129.5

20 177.0 364.2 641.2 1022.2 1521.9
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Analysis of Variance
and Experimental Designs 10

In Chap. 9, a discussion has been made as to how

two sample means can be compared using τ or

t-test. Problem arises when one wants to compare

more than two populations at a time. One of the

possible solutions to this problem is to take mC2

no. of pairs of samples and test these using the

τ or t-test as applicable. Another important pro-

cedure is to use the analysis of variance tech-

nique. The analysis of variance technique, in

short ANOVA, is a powerful technique used in

the field of agriculture, social science, business,

education, medicine, and several other fields.

Using this tool the researcher can draw inference

about the samples whether these have been

drawn from the same population or they belong

to different populations. Using this technique

the researcher can establish whether a no. of

varieties differ significantly among themselves

with respect to their different characteristics

like yield, susceptibility to diseases and pests,

nutrient acceptability, and stress tolerance and

efficiency of different salesmen; for example,

one can compare different plant protection

chemicals, different groups of people with

respect to their innovativeness, and different

drugs against a particular disease, different

programs of poverty reduction, performances of

different business houses, and so on.

In statistical studies variability and measures

of variability are the major focal points of atten-

tion. The essence of ANOVA lies in partitioning

the variance of a set of data into a number of

components associated with the type, classifica-

tion, and nature of data. Analysis of variance is a

systematic approach of partitioning the variance

of a variable into assignable and non-assignable

parts. Through ANOVA one can investigate one

or more factors (variety, type of irrigation, fertil-

izer doses, social groups, business houses, etc.)

with varying levels (e.g., five or six varieties at a

time; three or more irrigation types; different

levels of NPK; social groups like innovators,

early adopters, early majority, late majority, and

laggards; more than one business house) that are

hypothesized to influence the dependent variable.

Depending upon the nature, type, and classifica-

tion of data, the analysis of variance is developed

for one-way classified data, two-way classified

data with one observation per cell, two-way clas-
sified data with more than one observation per

cell, etc. Before taking up the analysis of vari-

ance in detail, let us discuss about linear model,

which is mostly being used in the analysis of

variance.

10.1 Linear Models

Taken observation on any dependent variable Y,

yi can be assumed as yi ¼ αi þ ei, where αi is its
true value and ei is the error part, which may be

because of chance factor. This αi again may be

the linear combination of m unknown quantities

γ1; γ2; . . . ; γm asαi ¼ ai1γ1 þ ai2γ2 þ � � � þ aimγm,
where aij (j ¼ 1, 2, . . ., m) is the constant and take

the values 0 or 1.

Thus, yi ¼ ai1γ1 þ ai2γ2 þ � � � þ aimγm þ ei.

P.K. Sahu, Research Methodology: A Guide for Researchers in Agricultural Science,
Social Science and Other Related Fields, DOI 10.1007/978-81-322-1020-7_10, # Springer India 2013
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If aij ¼ 1 for a particular value of j and for

all i, then γj is termed general mean or general

effect. A linear model in which all the γj’s are

unknown constants (known as parameters) is

termed fixed effect model. On the other hand,

a linear model in which γj’s are random variables

excepting the general mean or general effect is

known as variance component model or random

effect model. A linear model in which at least one

γj is a random variable and at least one γj is a

constant (other than general effect or general

mean) is called a mixed effect model.

Assumptions in Analysis Variance

The analysis of variance is based on following

assumptions:

1. The effects are additive in nature.

2. The observations are independent.

3. The variable concerned must be normally

distributed.

4. Variances of all populations from which

samples have been drawn must be the same.

In other words, all samples should be drawn

from normal populations having common

variance with the same or different means.

The interpretation of analysis of variance is

valid only when the assumptions are met. A larger

deviation from these assumptions affects the

level of significance and the sensitivity of F- and
t-test. Two independent factors are said to be

additive in nature if the effect of one factor

remains constant over the levels of the other fac-
tor. On the contrary when the effects of one factor

remain constant by a certain percentage over the

levels of other factors, then the factors are multi-
plicative or nonadditive in nature. The models

for additive and multiplicative effects may be

presented as follows:

yij ¼ μþ αi þ βj þ eij additive modelð Þ
yij ¼ μþ αi þ βj þ ðαβÞij þ eij multiplicative modelð Þ

The second assumption is related to the error

associated with the model. Precisely, this

assumption means that the errors should be inde-

pendently and identically distributed with mean

0 and constant (σ2) variance.
Several normality test procedures are avail-

able in the literature. However, the nature of the

functional relationship between the mean and

the variance may help us in identifying whether

a distribution is normal or non-normal. Homo-

geneity of error variance is one of the important

assumptions in the analysis of variance. In prac-

tice we may not get exactly equal (homosce-

dastic) variances. The variances can be tested

for homogeneity through Hartley’s test or

Bartlett’s test.

10.2 One-Way ANOVA

In one-way analysis of variance, different

samples for only one factor are considered. That

means the whole data set comprised several

groups with many observations based on one

factor as shown below:

Let yi1; yi2; yi3; . . . yini be a random sample

from an N μi; σ
2ð Þ population and i ¼ 1, 2, 3, 4,

. . ., k. The random samples are independent.

Suppose there are n ¼ Pk
i¼1

ni observations yij

(i ¼ 1, 2, 3, . . .., k; j ¼ 1, 2, 3, 4, . . ., ni),

which are grouped into k classes in the following

way (Table 10.1):

If we consider the fixed effect model, then it

can be written as yij ¼ μi þ eij, where μi is a fixed
effect due to ith class and eijs are independently

N 0; σ2ð Þ. This μi can be regarded as the sum of

two components, namely, μ, the overall mean,

and a component due to the specific class. Thus,

we can write

μi ¼ μþ αi:

Thus; the mathematical model will be

yij ¼ μþ αi þ eij;

Table 10.1 One-way classification of data

1 2 . . . . . . . . . . .i. . . . . . . . . . k

y11 y21 yi1 yk1
y12 y22 yi2 yk2
: : : :

j : yij yjk
: : : :

y1n1 y2n2 yini yknk

190 10 Analysis of Variance and Experimental Designs
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where

yij ¼ response due to jth observation of ith

group,

μ ¼ general mean effect,

αi ¼ additional effect due to ith class group,

eij ¼ errors component associated with jth obser-

vation of ithclass group and are i.i.d.N

(0,σ2),

Xk
i¼1

niαi ¼ 0:

We want to test the equality of the population

means, that is,

H0 : α1 ¼ α2 ¼ α3 ¼ � � � ¼ αk ¼ 0 against the

alternative hypothesis

H1 : All α’s are not equal:

Let the level of significance chosen be equal

to 0.05.

yij ¼ �y00 þ ð�yi0 � �y00Þ þ ðyij � �yi0Þ;
where �yi0 ¼ mean of the ith group=class,

�y00 ¼ grand mean,

;yij � �y00 ¼ ð�yi0 � �y00Þ þ ðyij � �yi0Þ:

Squaring and taking sum for both the sides over i and j; we haveX
i

X
j

ðyij � �y00Þ2 ¼
X
i

X
j

ð�yi0 � �y00Þ þ ðyij � �yi0Þ
� �2

¼
X
i

X
j

ð�yi0 � �y00Þ2 þ
X
i

X
j

ðyij � �yi0Þ2 þ 2
X
i

X
j

ð�yi0 � �y00Þðyij � �yi0Þ

¼
X
i

X
j

ð�yi0 � �y00Þ2 þ
X
i

X
j

ðyij � �yi0Þ2 þ 2
X
i

ð�yi0 � �y00Þ
X
j

ðyij � �yi0Þ

¼
X
i

nið�yi0 � �y00Þ2 þ
X
i

X
j

ðyij � �yi0Þ2 ,
X
j

ðyij � �yi0Þ ¼ 0

" #

SSðTotalÞ ¼ SSðclass=groupÞ þ SSðerrorÞ,
TSS ¼ CSSþ ErSS:

Thus, the total sum of squares is partitioned

into sum of squares due to classes/groups and

sum of squares due to error.

n � 1 d.f. is attributed to SS(total) or TSS

because it is computed from the n quantities of

the form ðyij � �yÞwhich is subjected to one linear
constraint

P
j

ðyij � �yiÞ ¼ 0; i ¼ 1; 2; 3; ::::; k.

Similarly, (k � 1) d.f. is attributed to CSS sinceP
i

nið�yi0 � �y00Þ ¼ 0. Finally ErSS will have

(n � k) d.f. since it is based on quantities which

are subjected to k linear constraintsP
j
ð�yij � �yiÞ ¼ 0; i ¼ 1; 2; 3; . . . ; k. It is to be

noted that CSS and ErSS add up to TSS and the

corresponding d.f. is also additive. Dividing SS

by their respective d.f., we will get the respective

mean sum of squares, that is, MSS due to class

and error. Thus,

CMS ¼ CSS

k � 1
¼ mean sum of squares due to class=group,

ErMS ¼ ErSS

n� k
¼ mean sum of squares due to error:
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Since eij are independently and normally

distributed with zero mean and common variance

σ2, the test statistic under H0 is given by

F ¼ CSS

σ2
� 1

k � 1

� �
� ErSS

σ2
� 1

n� k

� �
¼ CMS

ErMS
;

which has an F distribution with (k � 1) and

(n � k) d.f. If the calculated value of F >

Fα;k�1;n�k, then H0 is rejected; otherwise, it is

accepted.

So we have Table 10.2 as the following

ANOVA table.

For all practical purposes, the various sums of

squares are calculated using the following short-

cut formulae:

G ¼ Grand total ¼
Xk
i¼1

Xni
j¼1

yij;

Correction factor ðCFÞ ¼ n�y2 ¼ G2

n
;where n ¼

Xk
i¼1

ni;

Total sum of squares ðTSSÞ
¼

X
i

X
j

ðyij � �yÞ2

¼
X
i

X
j

y2ij � n�y2 ¼
X
i

X
j

y2ij � CF

Class sum of squares ðCSSÞ
¼

X
i

niα̂
2
i
¼

X
nið�yi � �yÞ2 ¼

X
i

ni�y
2
i
� n�y2

¼
X
i

ni

P
j
yij

ni

0
B@

1
CA

2

� CF ¼
Xk
i¼1

y2i0
ni

� CF

where yi0 ¼
X
j

yij is the sum of observations

for ith class;
; Error sum of squares ðErSSÞ ¼ TSS� CSS:

Example 10.1. The following figures give pani-

cle lengths (cm) of 30 hills of 4 local cultivars of

rice. Test (1) whether the panicle lengths of all

the four varieties are equal or not and (2) the

variety having the best panicle length.

Variety 1 Variety 2 Variety 3 Variety 4

12.5 13.2 11.5 14.5

13.4 13.2 11.6 14.2

12.6 13.4 11.7 14.3

12.8 12.9 11.8 14.2

12.9 13.7 12.2 14.6

12 13.8 11 15.2

12.2 11.9 15.6

13 15.5

12.4

Solution. We are to test whether all the varieties

are equal or not w.r.t. the panicle length, that is,

to test the null hypothesis

H0 : α1 ¼ α2 ¼ α3 ¼ α4 ¼ 0 against the

H1 : α
0s are not all equal,

where αi is the effect of ith ði ¼ 1,2,3,4Þ variety:
This is a fixed effect model and can be

written as

yij ¼ μþ αi þ eij:

From the above information, we calculate the

following quantities:

Variety Variety 1 Variety 2 Variety 3 Variety 4

Total(yi0) 113.8 80.2 97.2 102.6

GT ¼ 12:5þ 13:4þ 12:6þ � � � þ 15:2þ 15:6

þ 15:5 ¼ 393:8

CF ¼ GT2 n= ¼ 393:82 30= ¼ 5169:281

TSS ¼ 12:52 þ 13:42 þ 12:62 þ � � � þ 15:22

þ 15:62 þ 15:52 � CF ¼ 43:9387

SS Varietyð Þ ¼ 113:802

9
þ 80:202

6
þ 97:2

8

2

þ 118:1

7

2

� CF ¼ 26:46597

ErSS ¼ TSS� SS Varietyð Þ ¼ 5:2686

ANOVA for one-way analysis of variance

Source of variation d.f. SS MS F

Variety (between) 3 26.4659 8.8219 13.1274

Error (within) 26 17.4728 0.6720

Total 29 43.9387

The table value of F0.05;3,26 ¼ 2.975, that is,

Fcal > Ftab. So the test is significant at 5% level

of significance and we reject the null hypothesis.

Thus, we can conclude that the panicle lengths of

all the four varieties are not equal.

Table 10.2 ANOVA table for one-way classification of

data

Sources of

variation (SOV) d.f. SS MS F-ratio

Class/group k � 1 CSS MSC MSC/

ErMS

Error n � k ErSS ErMS

Total n � 1 TSS
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The next task is to find out which pair of

variety differs significantly and which is the

best or worst variety. To compare the schools,

we calculate the means (�yi) of the observations of

four schools and the means are arranged in

decreasing order. Thus, we get

Variety V4 V2 V1 V3

Mean (�yi) 14.66 13.37 12.64 12.15

Now we find the critical difference (CD) (also

known as the least significant difference (LSD))

value at α/2 level of significance, which is calcu-

lated as

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
MSE

1

ri
þ 1

rj

� �s
� t0:025;err:df:

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:672

1

ri
þ 1

rj

� �s
� t0:025;26:

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:672

1

ri
þ 1

rj

� �s
� 2:056

where ri and rj are the number of observations of the

two schools in comparison. Thus, for comparing the

schools, we have the following critical difference

and mean difference values among the schools:

It is found from the above table that not all the

values of the mean differences are greater than

the respective critical difference values, except

the first two pairs. Among the four varieties,

variety 4 has significantly the best panicle length

(14.657 cm).

The above analysis could be done using the

data analysis module of MS Excel, as given

below in a stepwise manner.

Step 1: Arrange the data in Ms Excel workout as

shown below:

CD/LSD values Mean difference

CD(0.05) (variety 1–variety 2) 0.888 Difference between variety 1 and variety 2 0.72

CD(0.05) (variety 1–variety 3) 0.818 Difference between variety 1 and variety 3 0.494

CD(0.05) (variety 1–variety 4) 0.849 Difference between variety 1 and variety 4 2.012

CD(0.05) (variety 2–variety 3) 0.910 Difference between variety 2 and variety 3 1.467

CD(0.05) (variety 2–variety 4) 0.938 Difference between variety 2 and variety 4 1.29

CD(0.05) (variety 3–variety 4) 0.872 Difference between variety 3 and variety 4 2.507

Slide 10.1: Arrangement of one-way classified data in MS Excel work sheet
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Step 2: Go to Data menu and then Data Analysis

add-in and select ANOVA: Single Factor as

shown above.

Step 3: Select the input range and click the

appropriate boxes as shown above. Also select a

cell when the output is to be written. Click OK to

get the following output:

Slide 10.2: Selection of data range and other appropriate fields in analysis of one-way classified data using MS Excel

Slide 10.3: Data along with output of analysis of one-way classified data using MS Excel
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Now comparing the critical values with

F-value, we are to decide whether the varieties

differ significantly or not, that is, whether to

accept or reject the null hypothesis. On rejection

of the null hypothesis, CD/LSD value is required

to be calculated to compare the treatment mean

differences among the pairs of means, as

discussed above.

10.3 Two-Way ANOVA

Two-way analysis of variance is the most power-

ful tool used in agriculture, social, educational,

business, economics, medical, and other fields

of research. In this analysis, instead of consider-

ing one factor at a time, one can consider two

factors in the same experiment. Two-way analy-

sis of variance is of two types: (1) two-way anal-

ysis of variance with one observation per cell
and (2) two-way analysis of variance with more

than one observation per cell. In the former

case the interaction effect is not possible to be

worked out.

Two-Way Analysis of Variance with One
Observation per Cell

In two-way analysis of variance with one

observation per cell, for each factor there will

be the same or different number of classes/

groups or levels. Considering the fixed effect

model, if there are two factors A and B having

m and n groups, respectively, then this can be

represented in accordance with Table 10.3.

If we consider the fixed effect model and follow

the same procedure of one-way classified data to test

the null hypotheses H01 : α1 ¼ α2 ¼ α3 ¼ � � �
αm ¼ 0 and H02 : β1 ¼ β2 ¼ β3 ¼ � � � βn ¼ 0 for

the equality of the effects of different levels of

A and of different levels of B, respectively, the

appropriate model is

yij ¼ μij þ eij

¼ μþ αi þ βj þ eij

¼ μþ αi þ βj þ eij;
where i ¼ 1; 2; . . . ;m; j ¼ 1; 2; . . . ; n

yij ¼ value of the observation corresponding to

the ith class/group or level of factor A and jth
class/group or level of factor B

μ ¼ general mean effect

αi ¼ additional effect due to ith class/group or

level of factor A

βj ¼ additional effect due to jth class/group of

factor B

eij ¼ errors associated with ith class/group or

level of factor A and jth class/group or level

of factor B and are i.i.d. N(0, σ2) andPm
i¼1

αi ¼
Pn
j¼1

βj ¼ 0

Table 10.3 Two-way classification of data

B1 B2 . . .. . . Bj . . .. . . Bn Total Mean

A1 y11 y12 . . .. . . y1j . . .. . . y1n y1o �y10
A2 y21 y22 . . .. . . y2j . . .. . . y2n y20 �y20
: : : : : : :

: : : : : : :

Ai yi1 yi2 . . .. . . yij . . .. . . yin yi0 �yi0
: : : : : : :

: : : : : : :

Am ym1 ym2 . . .. . . ymj . . .. . . ymn ym0 �ym0
Total y01 y02 . . .. . . y0j . . .. . . y0n y00
Mean �y01 �y02 . . .. . . �y0j . . .. . . �y0n �y00

yij is the observation due to ith group of factor A and jth group of factor B.
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and

μ̂ ¼ �y00;

α̂i ¼ �yi0 � �y00;

β̂j ¼ �y0j � �y00;

with �y00 ¼
1

mn

X
i;j

yij; �yi0 ¼
1

n

X
j

yij; �y0j ¼
1

m

X
i

yij:

Thus, yij ¼ �y00 þ �yi0 � �y00ð Þ þ �y0j � �y00

� �
þ

yij � �yi0 � �y0j þ �y00

� �
. (The product terms van-

ish because of assumption of independence.)

X
i

X
j

yij � �y00
	 
2 ¼ n

X
i

�yi0 � �y00ð Þ2

þ m
X
j

�y0j � �y00

� �

þ
X
i

X
j

yij � �yi0 � �y0j þ �y00

� �2

or SS totalð Þ ¼ SS factor Að Þ þ SS factor Bð Þ þ SS errorð Þ
or TSS ¼ SS Að Þ þ SS Bð Þ þ ErSS:

The corresponding partitioning of the total d.f.

is as follows:

mn� 1 ¼ m� 1ð Þ þ n� 1ð Þ þ m� 1ð Þ n� 1ð Þ:
Hence, the test statistic under H01 is given by

F ¼ SSðAÞ
σ2

:
1

m� 1

� �
� ErSS

σ2
:

1

ðm� 1Þðn� 1Þ
� �

¼ MSðAÞ
ErMS

which follows F distribution with [(m � 1),

(m � 1)(n � 1)] d.f.

Thus, the null hypothesis H01 is rejected

at α level of significance if

F ¼ MSðAÞ
ErMS

> Fα; ðm� 1Þ; ðm� 1Þðn� 1Þd:f:

Similarly the test statistics underH02 is given by

F ¼ MSðBÞ
ErMS

withα; ðm� 1Þ; ðm� 1Þðn� 1Þ d:f:

For practical purposes the various sums of

squares are calculated using the following

formulae:

G ¼ grand total ¼
Xm
i¼1

Xn
j¼1

yij;

Correction factor ðCFÞ ¼ G2

mn
;

Total sum of squares ðTSSÞ ¼
X
i

X
j

ðyij � �y00Þ2

¼
X
i

X
j

y2ij � CF;

Sum of squares ðAÞ ¼ SS ðAÞ

¼ n
X
i

ð�yi0 � �y00Þ2 ¼ n
X
i

�y2
i0
� m�y2

00

" #

¼ n
X
i

Pn
j¼1

�yij

n

0
BB@

1
CCA

2

� nm�y2
00
¼ 1

n

X
i

y2i0 � CF,

where; yi0 ¼
Xn
j¼1

yij is the sum of observations

for ith level of factor A:

Sum of squares ðBÞ ¼ SS ðBÞ
¼ m

X
j

�y0j � �y00

� �2

¼ 1

m

X
j

y20j � CF,

where y0j ¼
Xm
i¼1

yij is the sum of observations

for jth level of factor B;

ErSS ¼ TSS� SS ðAÞ � SS ðBÞ

Dividing this SSs by their respective degrees

of freedom, we will get the corresponding mean

sum of squares, that is, mean sum of squares due

to classes and error mean sum of squares.

We have Table 10.4 as the ANOVA table for

two-way classification with one observation per

cell.
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Example 10.2. The following table gives the

milk produced (liter/day) by four breeds of

cows under five different feeds. Analyze the

data to find out the best feed and best breed of

cow with respect to production of milk.

Feed

Breed

Breed A Breed B Breed C Breed D

Feed 1 17 10.6 47 30

Feed 2 19 10.8 46 28

Feed 3 21 10.9 45.5 29

Feed 4 23 11.2 48 25

Feed 5 25 11.3 45 26

Solution. Under the given condition we are to

analyze the data per the two-way ANOVA with

one observation per cell to test the null

hypotheses:

H01 :α1 ¼ α2 ¼ α3 ¼ α4 ¼ α5 ¼ 0 against

H11 :α’s are not all equal and

H02 :β1 ¼ β2 ¼ β3 ¼ β4 ¼ 0 against

H12 :β’s are not all equal:

The appropriate model to test the above is

yij ¼ μþ αi þ βj þ eij, where i ¼ 5, j ¼ 4

yij ¼ value of the observation corresponding to

the ith feed and jth breed

μ ¼ general mean effect

αi ¼ additional effect due to the ith feed

βj ¼ additional effect due to the jth breed

eij ¼ errors associated with the ith feed and jth

breed

For the purpose let us frame the following

table:

Total number of observations¼ N¼mn¼ 20,

G ¼ 17:0þ 10:6þ 47:0þ � � � þ 11:3þ 45þ 26 ¼ 529:3

CF ¼ G2 N= ¼ 529:32 20= ¼ 14007:92

TSS ¼ 17:02 þ 10:62 þ 47:02 þ � � � þ 11:32 þ 452 þ 262 � CF ¼ 3388:27

FSS ¼ SS Feedð Þ ¼ 104:62

4
þ 103:82

4
þ 106:4

4

2

þ 107:2

4

2

þ 107:3

4

2

� 14007:92 ¼ 2:498

BrSS ¼ SS Breedð Þ ¼ 1052

5
þ 54:82

5
þ 231:5

5

2

þ 138

5

2

� 14007:92 ¼ 3324:934

ErSS ¼ TSS� FSS� BrSS ¼ 60:834

Table 10.4 ANOVA table for two-way classification of data

SOV d.f. SS MS F

Factor A m � 1 SS(A) AMS ¼ SS(A)/(m � 1) AMS/ErMS

Factor B n � 1 SS(B) BMS ¼ SS(B)/(n � 1) BMS/ErMS

Error (m � 1)(n � 1) ErSS ErMS ¼ ErSS/(m � 1)(n � 1)

Total mn � 1 TSS

Feed

Breed

Total MeanBreed A Breed B Breed C Breed D

Feed 1 17 10.6 47 30 104.6 26.15

Feed 2 19 10.8 46 28 103.8 25.95

Feed 3 21 10.9 45.5 29 106.4 26.6

Feed 4 23 11.2 48 25 107.2 26.8

Feed 5 25 11.3 45 26 107.3 26.825

Total (y0j) 105 54.8 231.5 138 529.3 26.465

Mean �y0j

� �
21 10.96 46.3 27.6
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ANOVA table

SOV d.f. SS MS F

Feed 4 2.498 0.625 0.123

Breed 3 3324.934 1108.311 218.623

Error 12 60.834 5.069

Total 19 3388.27

Let the level of significance be α ¼ 0.05.

The table value of F0.05;4,12 ¼ 3.26, that is,

Fcal < Ftab. Therefore, the test is nonsignificant

and we cannot reject the null hypothesis H01.

We conclude that there exists no significant dif-

ference among the effects of feeds with respect to

milk production.

Next, let us check whether there exists any

significant difference between milk production

and different breeds of cows. The table value of

F0.05;3,12 ¼ 3.49, that is, Fcal > Ftab. Therefore,

the test is significant and we reject the null

hypothesisH02, meaning there exists a significant

difference among the breeds of cows w.r.t and

milk production. Now our task is to find out

which breed is significantly different from other

and which breed is the best or worst with respect

to milk production. To compare the breeds we

calculate the critical difference (least significant

difference) value, which is given as

CD=LSD ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ErMS

m

r
� t0:025; err:df:

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2� 5:07

5

r
� t0:05;12:

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2� 5:07

5

r
� 2:179 ¼ 3:103:

Arrangement of the breeds according to their

milk production is given below:

�A
21

�B
10:96

�C
46:3

�D
27:6

) �C > �D > �A > �B

The difference between pairs of means is

greater than the CD/LSD value. So we conclude

that all the breeds are significantly different from

each other and that breed C has the highest milk

production. Hence, breed C is the best breed with

respect to milk production per day.

Using MS Excel program, in the following

slides, the above calculation has been presented:

Step 1: Select “Anova: Two-Factor Without

Replication,” as shown below.

Slide 10.4: Arrangement of two-way classified data in MS Excel work sheet
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Step 2: Select the input range and output range

shown above. Click on other appropriate boxes

followed by OK to get the following output, as

shown below:

Slide 10.5: Step 2 showing the selection of data range and other appropriate fields in the analysis of two-way classified

data using MS Excel

Slide 10.6: Step 3 showing the data along with output of analysis of two-way classified data using MS Excel
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From the above calculation we are to take

decision and calculate CD/LSD values required

using the formula discussed during manual cal-

culation. There are certain packages like SPSS

where the pairwise mean comparison also comes

out as output.

Two-Way Analysis of Variance with More

Than One Observations per Cell

Working out the interaction effects of more

than one factor from a single experiment is one of

the major objectives of the two-way analysis of

variance with more than one observation per cell.

To test

H01 : α1 ¼ α2 ¼ α3 ¼ � � � αm ¼ 0;

H02 : β1 ¼ β2 ¼ β3 ¼ � � � βn ¼ 0;

H03 : γij ¼ 0 for all i and j,

the appropriate model for the purpose would be

yijk ¼ μþ αi þ βj þ γij þ eijk;

where i ¼ 1, 2, . . ., m; j ¼ 1, 2, . . ., n; k ¼ 1,

2, . . ., l

μ ¼ general effect

αi ¼ additional effect due to the ith group of

factor A

βj ¼ additional effect due to the jth group of

factor B

γij ¼ interaction effect due to the ith group of

factor A and the jth group of factor B

eijk ¼ errors that are associated with the kth

observation of the ith class of factor A and

the jth class of factor B and are i.i.d. N(0, σ2);P
i

αi ¼
P
j

βj ¼
P
i

γij ¼ 0,

where μ̂ ¼ �y000; α̂i ¼ �yi00 � �y000; β̂j

¼ �y0j0 � �y000; and γ̂ij

¼ �yij0 � �yi00 � �y0j0 þ �y000:

Thus, the linear model becomes

yijk ¼ �y000 þ �yi00 � �y000ð Þ þ �y0j0 � �y000

� �
þ �yij0 � �yi00 � �y0j0 þ �y000

� �
þ yijk � yij0
	 


:

Transferring y000 to the left, squaring both the

sides, and summing over i, j, k, we get

Xm
i

Xn
j

Xl

k

yijk � �y000
	 
2 ¼ nl

X
i

�yi00 � �y000ð Þ2

þ ml
X
j

�y0j0 � �y000

� �2

þ l
X
i

X
j

�yij0 � �yi00 � �y0j0 þ �y000

� �2

þ
X
i

X
j

X
k

yijk � �yij0

� �2

(Other product terms vanish because of the

assumptions as usual.)

or SS(total) ¼ SS(factor A) + SS(factor B) +

SS(factor AB) + SS(error)

or TSS ¼ SS(A) + SS(B) + SS(AB) + ErSS.

The corresponding partitioning of the total

d.f. is as follows:

Lmn� 1 ¼ m� 1ð Þ þ n� 1ð Þ þ m� 1ð Þ
� n� 1ð Þ þ mn l� 1ð Þ;

where �y000 ¼
1

mnl

X
i

X
j

X
k

yijk ¼ mean of all

observations;

�yi00 ¼
1

nl

X
j

X
k

yijk ¼ mean of ith level of A;

�y0j0 ¼
1

ml

X
i

X
k

yijk ¼ mean of jth level of B;

�yij0 ¼
1

l

X
k

yijk ¼ mean of the observations for

ith level of A and jth level of B:

Dividing the sum of squares by their

corresponding d.f., we have the following:

Mean sum of squares due to factor A ¼ SSðAÞ
m� 1

¼ MSðAÞ,

Mean sum of squares due to factor B ¼ SSðBÞ
n� 1

¼ MSðBÞ,
Mean sum of squares due to factor AB

¼ SSðABÞ
ðm� 1Þðn� 1Þ ¼ MSðABÞ,

Mean sum of squares due to error ¼ ErSS

mnðl� 1Þ
¼ ErMS:
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The mean sum of squares due to error (ErMS)

always provides an unbiased estimate of σ2, but
MS(A), MS(B), and MS(AB) provide unbiased

estimates of σ2 under H01, H02, and H03, respec-

tively. They are also independent. The test statis-

tics under H01, H02, and H03 are given by

FA ¼ MSðAÞ
ErMS

� Fm�1;mnðl�1Þ;

FB ¼ MSðBÞ
ErMS

� Fn�1;mnðl�1Þ;

FAB ¼ MSðABÞ
ErMS

� Fðm�1Þðn�1Þ;mnðl�1Þ; respectively:

Thus, H03 is rejected at α level of significance

if FAB > Fα;ðm�1Þðn�1Þ;mnðl�1Þ; otherwise, it is

accepted. If H03 is accepted, that is, interaction

is absent, the tests for H01 and H02 can be

performed. H01 is rejected

if FA > Fα;m�1;mnðl�1Þ: Similarly H02 is rejected

ifFB > Fα;n�1;mnðl�1Þ:

IfH03 is rejected, that is, interaction is present,

then we shall have to compare for each level of B

at the different levels of A and for each level

of A at the different levels of B (Table 10.5).

For practical purposes, different sums of squares

are calculated using the following formulae:

Grand total ¼ G ¼
Xm
i

Xn
j

Xl

k

yijk;

Correction factor ¼ CF ¼ G2

mnl
;

Treatment sum of squares ¼ TrSS

¼
Xm
i

Xn
j

Xl

k

ðyijk � �y000Þ2

¼
Xm
i

Xn
j

Xl

k

ðyijkÞ2 � CF;

Sum of squares due to A ¼ SSðAÞ

¼ nl
X
i

ð�yi00 � �y000Þ2 ¼ nl
X
i

�y2
i00
� m�y000

2

" #

¼ nl
X
i

P
j

P
k

yijk

nl

0
B@

1
CA

2

� CF ¼ 1

nl

X
i

y2
i00
� CF;

Sum of squares due to B ¼ SSðBÞ
¼ ml

X
j

ð�y0j0 � �y000Þ2 ¼
1

ml

X
i

y20j0 � CF;

Sum of squares due to ðABÞ

¼
Xm
i

Xn
j

y2ij0

l
� CF� SS ðAÞ � SS ðBÞ;

; ErSS ¼ TSS� SSðAÞ � SSðBÞ � SSðABÞ;

where yi00 ¼ sum of the observations for ith

level of A,

y0j0 ¼ sum of the observations for jth

level of B,

yij0 ¼ sum of the observations for ith

level of A and jth level of B:

Example 10.3. The following table gives the

yield (q/ha) of four different varieties of paddy

in response to three different doses of nitrogen.

Analyze the data to show whether:

(a) There exist significant differences in yield of

four rice varieties.

(b) Three doses of nitrogen are significantly

different with respect to production.

(c) The varieties have performed equally under

different doses of nitrogen or not.

Table 10.5 ANOVA table for two-way classified data with m l(>1) observations per cell

SOV d.f. SS MS F

Factor A m � 1 SS(A) AMS ¼ SS(A)/(m � 1) AMS/ErMS

Factor B n � 1 SS(B) BMS ¼ SS(B)/(n � 1) BMS/ErMS

Interaction (A � B) (m � 1)(n � 1) SS(AB) ABMS ¼ SS(AB)/

(m � 1)(n � 1)

ABMS/ErMS

Error By subtraction ¼ mn(l � 1) ErSS ErMS ¼ ErSS/mn(l � 1)

Total mnl � 1 TSS
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Doses

of N Variety 1 Variety 2 Variety 3 Variety 4

N1 13.0 17.0 15.5 20.5

13.4 17.5 15.6 20.8

13.5 17.4 15.5 20.4

N2 14.0 18.0 16.2 24.5

14.2 18.5 16.1 25.6

14.6 18.9 16.3 25.0

N3 25.0 22.0 18.5 32.0

24.8 22.5 18.6 32.5

24.3 22.3 18.7 32.0

Solution. The problem can be visualized as the

problem of two-way analysis of variance with

three observations per cell. The linear model is

yijk ¼ μþ αi þ βj þ γij þ eijk;

where

αi is the effect of ith level of nitrogen; i ¼ 3;

βj is the effect of jth level of variety; j ¼ 4;

γij is the interaction effect of ith level of nitrogen

and jth level of variety:

Wewant to test the following null hypotheses:

H01 : α1 ¼ α2 ¼ α3 ¼ 0 against H11 : α’s are not

all equal,

H02 : β1 ¼ β2 ¼ β3 ¼ β4 ¼ 0 against H12 : β’s

are not all equal,

H03 : γij’s ¼ 0 for all i; j against H13 : γij’s are

not all equal:

Let the level of significance be α ¼ 0.05.

Let us construct the following table of totals

(yij):

Total number of observations ¼ mnl ¼ 3� 4� 3 ¼ 36 ¼ N

G ¼ 13:0þ 17þ 15:5þ � � � þ 22:3þ 18:7þ 32: ¼ 715:2;

CF ¼ GT2 N= ¼ 715:22 36= ¼ 14208:64,

TSS ¼ 13:02 þ 172 þ 15:52 þ � � � þ 22:32 þ 18:72 þ 322 � CF ¼ 975:52;

NSS ¼ 200:12

12
þ 221:92

12
þ 293:20

12

2

� CF ¼ 395.182,

VSS ¼ 156:82

9
þ 174:102

9
þ 151:00

9

2

� CF ¼ 472.131,

SS ðN� VÞ ¼ 1=3 39:92 þ 51:92 þ 46:62 þ � � � þ 66:802 þ 55:802 þ 96:52
� �� CF� NSS� VSS ¼ 106:04,

ErSS ¼ TSS� NSS� VSS� SS N� Vð Þ ¼ 975:52� 395:182� 472:131� 106:04 ¼ 2:17:

Nitrogen Variety 1 Variety 2 Variety 3 Variety 4 Total (yi00) Mean

N1 39.90 51.90 46.60 61.70 200.10 16.675

N2 42.80 55.40 48.60 75.10 221.90 18.492

N3 74.10 66.80 55.80 96.50 293.20 24.433

Total(y0j0) 156.800 174.100 151.000 233.300 715.200

Mean 17.422 19.344 16.778 25.922 19.867
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ANOVA table for two-way analysis of

variance with three observations per cell

SOV d.f. SS MS F

Variety 3 472.131 157.377 1743.253

Nitrogen 2 395.182 197.591 2188.698

Interaction

(V � N)

4 106.041 17.673 195.767

Error 24 2.167 0.090

Total 26 975.520

Let the level of significance be α ¼ 0.05.

The table value of F0.05;2,24 ¼ 3.40,

F0.05;3,24 ¼ 3.01, and F0.05;6,24 ¼ 2.51, that is,

Fcal > Ftab, in all the cases, that is, nitrogen,

variety, and nitrogen � variety interaction. So

the tests are significant and we reject the null

hypotheses and conclude that there exists signifi-

cant difference among the effects of doses of

nitrogen, varieties, and their interactions with

respect to the yield of paddy.

Now, we are interested in identifying the best

nitrogen, the best variety, and the nitrogen �
variety combination providing the best yield.

To accomplish this task, we calculate the crit-

ical difference (CD)/LSD values for nitrogen,

variety, and interaction separately as follows:

CD0:05ðNitrogenÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
2MSE

l� v

r
� t0:025; err:d:f:

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2� 0:073

3� 4

r
� t0:025;18:

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2� 0:090

3� 4

r
� 2:064 ¼ 0:252;

CD0:05ðVarietyÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
2MSE

r � t

r
� t0:025;err:d:f:

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2� 0:09

3� 3

r
� t0:025;18:

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2� 0:09

3� 3

r
� 2:064 ¼ 0:292;

CD0:05ðTr:� VÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
2MSE

r

r
� t0:025; err:d:f:

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2� 0:090

3

r
� t0:025;18:

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2� 0:090

3

r
� 2:064 ¼ 0:505:

Comparing the three nitrogen means provided

in the table of treatment totals, one can find that

the difference between any two nitrogen means is

greater than the corresponding critical difference

value 0.252. So we can conclude that nitrogen

doses significantly differ among themselves

with respect to yield of paddy and the nitrogen

dose giving significantly the highest yield

(24.433q/ha) is treatment N3.

As far as the response of four varieties of

paddy is concerned, it is found that the difference

between any two variety means is greater than

the critical difference value 0.292. Thus, the

varieties differ significantly among themselves

with respect to yield. Among the varieties, vari-

ety 4 has produced significantly the highest yield,

so this is the best variety.

After identifying the best variety and the best

treatment separately, our task is now to identify

the best nitrogen � variety combination for

yield of paddy from the above information. Let

us construct the following table of average inter-

action values of nitrogen and variety.

Mean table of N � V

Nitrogen

Variety

1

Variety

2

Variety

3

Variety

4

N1 13.300 17.300 15.533 20.567

N2 14.267 18.467 16.200 25.033

N3 24.700 22.267 18.600 32.167

From the above table, it can be seen that the

difference between any two combinations is

more than the corresponding critical difference

value for nitrogen � variety interaction (0.505),

so all the combinations produce significantly dif-

ferent yields of paddy. Among the nitrogen �
variety combinations, it is noticed that variety

4–nitrogen 3 combination produced the highest

yield; hence, this is the best combination,

followed by V4N2, which is at par with V1N3.

Thus, from the analysis we draw the following

conclusions:

1. The treatments differ significantly among them-

selves and the best treatment is treatment T3.

2. The varieties differ significantly among

themselves and the best variety is V2.

3. Treatment T3 along with variety V1, produces

significantly higher yield than any other

combination.

Let us try to know how the above analysis of

variance could be done with MS Excel program
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available in majority of computers having MS

Office.

Step 1: Go to Data Analysis of Tool menu.

Step 2: Select Anova: Two-Factor with

Replication.

Step 3: Select the options as shown below.

Slide 10.7: Arrangement of two-way classified data, with more than one observation per cell in MS Excel work sheet

Slide 10.8: Step 2, showing the selection of data range and other appropriate fields in the analysis of two-way classified

data, with more than one observation per cell using MS Excel
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The ultimate output will be as follows

(Table 10.6):

Step 4: Get the result as given above. Here

samples are the nitrogen, and columns are the

varieties.

Step 5: From the above table we see that both the

factors and their interaction effects are signifi-

cant at p ¼ 0.05. So we need to calculate the CD/

LSD values to identify the pair of nitrogen means

and pair of variety means which are significantly

different from each other and also to identify the

best type and the best combination of nitrogen

and variety to produce the highest yield.

Corresponding CD values are calculated per

formulae given above.

10.4 Violation of Assumptions
in ANOVA

Analysis of variance works under the assumption

that the effects (treatments and the environmental)

are additive in nature and experimental errors are

i.i.d. N(0, σ2); failures to meet these assumptions

adversely affect both the sensitivity of F- and

t-tests and the level of significance. Thus, the

data which are found to be drastically deviated

from one or more of the assumptions are required

to be corrected before taking up the analysis of

variance. Data transformation is by far the most

widely used procedure for data violating the

assumptions of analysis of variance.

Table 10.6 Output of two-way classified data with m l(>1) observations per cell using MS Excel

Anova: two-factor with replication

Summary Variety 1 Variety 2 Variety 3 Variety 4 Total

N1

Count 3 3 3 3 12

Sum 39.900 51.900 46.600 61.700 200.100

Average 13.300 17.300 15.533 20.567 16.675

Variance 0.070 0.070 0.003 0.043 7.733

N2

Count 3 3 3 3 12

Sum 42.800 55.400 48.600 75.100 221.900

Average 14.267 18.467 16.200 25.033 18.492

Variance 0.093 0.203 0.010 0.303 18.083

N3

Count 3 3 3 3 12

Sum 74.100 66.800 55.800 96.500 293.200

Average 24.700 22.267 18.600 32.167 24.433

Variance 0.130 0.063 0.010 0.083 26.942

Total

Count 9 9 9 9

Sum 156.800 174.100 151.000 233.300

Average 17.422 19.344 16.778 25.922

Variance 30.042 5.143 1.957 25.782

ANOVA

Source of variation SS d.f. MS F P value F crit

Sample(nitrogen) 395.182 2 197.591 2188.698 0.000 3.403

Columns (variety) 472.131 3 157.377 1743.253 0.000 3.009

Interaction (V � N) 106.041 6 17.673 195.767 0.000 2.508

Within 2.167 24 0.090

Total 975.520 35
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10.4.1 Data Transformation

Among the different types of transformation

generally used to make the data corrected for

analysis of variance, logarithmic transformation,

square root transformation, and angular

transformation are widely used.

10.4.1.1 Logarithmic Transformation
The number of plant insects, number of egg

mass per unit area, number of larvae per unit

area, etc., are typical examples wherein variance

is proportional to the mean and logarithmic trans-

formation can be used effectively. The procedure

is to take simply the logarithm of each and

every observation and carry out the analysis of

variance following the usual procedure with the

transformed data. However, if in the data set

small values (less than 10) are recorded, then

instead of taking log(x), it will be better to take

log(x + 1). The final results or inference should

be drawn on the basis of transformed mean

values and on the basis of calculations made

through transformed data. However, while

presenting the mean table, it will be appropriate

to recalculate the means by taking the antilog of

the transformed data. In practice, the treatment

means are calculated from the original data

because of simplicity of calculations, but statis-

tically the procedure of converting transformed

mean to original form is more appropriate.

If there is a mismatch in the two procedures,

then the procedure of converting the transformed

mean with the help of the antilog is preferred

over the other procedure.

Example 10.4. The following data give the

number of fruit set after the application of eight

different hormonal treatments in jackfruit. Use

suitable transformation and analyze the data

using the suitable model.

Solution. Because this experiment is related

with count data, violation of the assumption of

ANOVA is suspected and the analysis of the data

is required to be made on the basis of the

transformed data. The appropriate transforma-

tion would be logarithmic transformation.

The following table presents the transformed

data. It may be noted that as some of the

observations are below 10, we apply log(X + 1)

transformation instead of log(X).

Hormone Replication 1 Replication 2 Replication 3 Replication 4

H1 2 9 8 2

H2 4 5 6 3

H3 5 7 12 6

H4 3 11 8 13

H5 19 26 15 22

H6 24 34 24 27

H7 3 1 1 5

H8 15 11 13 15

Hormone H1 H2 H3 H4 H5 H6 H7 H8

Replication 1 0.4771 0.6990 0.7782 0.6021 1.3010 1.3979 0.6021 1.2041

Replication 2 1.0000 0.7782 0.9031 1.0792 1.4314 1.5441 0.3010 1.0792

Replication 3 0.9542 0.8451 1.1139 0.9542 1.2041 1.3979 0.3010 1.1461

Replication 4 0.4771 0.6021 0.8451 1.1461 1.3617 1.4472 0.7782 1.2041

Average 0.7271 0.7311 0.9101 0.9454 1.3246 1.4468 0.4956 1.1584
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Using MS Excel program with the trans-

formed data, we analyze the above data to get

the following ANOVA table:

The LSD value at 5% level of significance is

given by

LSDð0:05Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ErMS

r

r
� t0:025;21

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2� 0:0315

4

r
� 2:08 ¼ 0:261:

By arranging the treatment means in descen-

ding order, we find that hormone 6 is the best

treatment, recording the highest number of fruit

set per plant, and hormone 5 is statistically at par

with it.

Hormone Transformed mean

H6 1.4468

H5 1.3246

H8 1.1584

H4 0.9454

H3 0.9101

H2 0.7311

H1 0.7271

H7 0.4956

ANOVA with transformed data

Summary Count Sum Average Variance

Replication 1 8 7.061452 0.88268156 0.130069

Replication 2 8 8.116066 1.014508192 0.148587

Replication 3 8 7.916744 0.989593054 0.107176

Replication 4 8 7.861564 0.982695553 0.128056

H1 4 2.908485 0.727121255 0.083682

H2 4 2.924279 0.731069822 0.010964

H3 4 3.640283 0.910070657 0.021079

H4 4 3.781612 0.945402946 0.058717

H5 4 5.298242 1.324560395 0.009283

H6 4 5.787106 1.446776523 0.004745

H7 4 1.982271 0.495567808 0.055628

H8 4 4.633549 1.158387312 0.003536

ANOVA

Source of variation SS d.f. MS F P value F crit

Replication 0.080983 3 0.026994341 0.856422 0.478938 3.072467

Hormone 2.935294 7 0.419327722 13.30358 0.000 2.487578

Error 0.661918 21 0.031519908

Total 3.678195 31
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Let us examine the analysis of the above
problem without transforming the data using MS

Excel and following the steps discussed above.

The LSD value at 5% level of significance

with original data is given by

LSDð0:05Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ErMS

r

r
� t0:025;21

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2� 11:067

4

r
� 2:08 ¼ 4:893:

By arranging the treatment means in

descending order, we find that hormone 6 is the

best treatment, recording the highest number of

fruit set per plant, and all other hormonal effects

are statistically different with it. Thus, the con-

clusion on the basis of original data clearly

differs from that of transformed data.

Hormone Original average

H6 27.25

H5 20.5

H8 13.5

H4 8.75

H3 7.5

H1 5.25

H2 4.5

H7 2.5

10.4.1.2 Square Root Transformation
For count data consisting of small whole

numbers and percentage data where the data

ranges either between 0 and 30% or between 70

and to 100%, that is, the data in which the vari-

ance tends to be proportional to the mean, the

square root transformation is used. Data obtained

from counting rare events like the number of

death per unit time, the number of infested leaf

per plant, the number of call received in a tele-

phone exchange, or the percentage of infestation

(disease or pest) in a plot (either 0–30% or

70–100%) are examples where square root trans-

formation can be useful before taking up analysis

of variance to draw a meaningful conclusion or

inference. If most of the values in a data set are

small (<10) coupled with the presence of

0 values, instead of using
ffiffiffi
x

p
transformation, it

is better to use
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðxþ 0:5Þp

. Then analysis of

variance to be conducted with the transformed

data and the mean table should be made from

the transformed data instead of taking the mean

from the original data because of the facts stated

earlier.

ANOVA with original data

Summary Count Sum Average Variance

H1 4 21 5.2500 14.2500

H2 4 18 4.5000 1.6667

H3 4 30 7.5000 9.6667

H4 4 35 8.7500 18.9167

H5 4 82 20.5000 21.6667

H6 4 109 27.2500 22.2500

H7 4 10 2.5000 3.6667

H8 4 54 13.5000 3.6667

Replication 1 8 75 9.3750 74.5536

Replication 2 8 104 13.0000 125.4286

Replication 3 8 87 10.8750 47.5536

Replication 4 8 93 11.6250 85.6964

ANOVA

Source of variation SS d.f. MS F P value F crit

Hormone 2100.21875 7 300.0313 27.1105 0.0000 2.4876

Replication 54.84375 3 18.2813 1.6519 0.2078 3.0725

Error 232.40625 21 11.0670

Total 2387.46875 31
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Example 10.5. The following information

pertains to the number of insects per 20 insects

that remained alive after the application of six

different insecticides. Analyze the data to work

out the most efficient insecticide.

Solution. Information given in this problem is

in the form of small whole numbers, so violation

of assumption of ANOVA is suspected.

Hence, a square root transformation will be

appropriate before taking up the analysis of

variance.

So from the given data table, we first make the

following table by taking the square roots of the

given observations. It may be noted that the data

set contains small whole number (<10); instead

of
ffiffiffiffi
X

p
, we have taken

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðX þ 0:5Þp
.

Using MS Excel (as described in the previous

example) with the transformed data, we analyze

the above data to get the following ANOVA

table:

Insecticides Replication 3 Replication 2 Replication 1 Replication 4

I1 3 5 1 3

I2 6 3 2 3

I3 6 7 5 5

I4 3 4 4 5

I5 9 8 7 8

I6 10 9 12 11

Insecticides Replication 1 Replication 2 Replication 3 Replication 4

I1 1.22474487 1.58113883 1.87083 1.58114

I2 1.58113883 2.34520788 2.12132 2.12132

I3 1.58113883 2.738612788 2.54951 2.54951

I4 1.22474487 2.34520788 2.12132 2.54951

I5 2.12132034 3.535533906 3.08221 2.91548

I6 3.53553391 2.549509757 3.24037 3.39116

Insecticides Replication 1 Replication 2 Replication 3 Replication 4 Average

I1 1 2 3 2 2

I2 2 5 4 4 3.75

I3 2 7 6 6 5.25

I4 1 5 4 6 4

I5 4 12 9 8 8.25

I6 12 6 10 11 9.75
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The LSD value at 5% level of significance

is given by

LSDð0:05Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ErMS

r

r
� t0:025;21

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2� 0:1457

4

r
� 2:131 ¼ 0:5751:

Insecticides Transformed means

I1 1.5645

I2 2.0422

I3 2.0602

I4 2.3547

I5 2.9136

I6 3.1791

Arranging the treatment means in ascending

order, we find that insecticide 1 is the best

treatment, recording the lowest number of insects

per 20 insects, and insecticides 2 and 3 are at par

with insecticide 1. On the other hand, insecticide

6 has produced maximum input per 20 insects.

LSDð0:05Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ErMS

r

r
� t0:025;21

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2� 1:686

4

r
� 2:131 ¼ 1:957:

ANOVA with original data

Summary Count Sum Average Variance

I1 4 12 3.0000 2.6667

I2 4 14 3.5000 3.0000

I3 4 23 5.7500 0.9167

I4 4 16 4.0000 0.6667

I5 4 32 8.0000 0.6667

I6 4 42 10.5000 1.6667

Replication 1 6 31 5.1667 15.7667

Replication 2 6 36 6.0000 5.6000

Replication 3 6 37 6.1667 8.5667

Replication 4 6 35 5.8333 9.7667

ANOVA

Source of variation SS d.f. MS F P value F crit

Rows 173.208 5.000 34.642 20.545 0.000 2.901

Columns 3.458 3.000 1.153 0.684 0.576 3.287

Error 25.292 15.000 1.686

Total 201.958 23.000

ANOVA

Source of variation d.f. SS MS F P value F crit

Replication 3 1.8011 0.6004 4.1221 0.0256 3.2874

Insecticides 5 7.2037 1.4407 9.8917 0.0002 2.9013

Error 15 2.1848 0.1457

Total 23 11.1896

210 10 Analysis of Variance and Experimental Designs



www.manaraa.com

Arranging the treatment means in ascending

order, we find that insecticide 1 is the best insec-

ticide treatment, recording the lowest number of

insects per 20 insects, and insecticides 2 and 4

are at par with insecticide 1. On the other hand,

insecticide 6 has retained insect weeds per 20

insects. But with transformed data I1, I2, and I3

are at par.

Insecticide Average

I1 3.0000

I2 3.5000

I4 4.0000

I3 5.7500

I5 8.0000

I6 10.5000

10.4.1.3 Angular Transformation
Data on proportions/percentages arising out of

count data require angular transformation or the

arcsine transformation. It may be noted emphati-

cally that the percentage data (e.g., percentage of

carbohydrate, protein, and sugar; percentage of

marks; and percentage of infections) which are

not arising out of count data m
n � 100

	 

should

not be put under arcsine transformation. More-

over, all the percentage data arising out of count

data need not be subjected to arcsine transforma-

tion before analysis of variance:

(a) For percentage data ranging either between

0 and 30% or 70 and 100% but not both, the

square root transformation should be used.

(b) For percentage data ranging between 30 and

70%, no transformation is required.

(c) Percentage data which overlaps the above

two situations should only be put under arc-

sine transformation.

Thus, a data set having 0 to more than 30%,

less than 70–100%, and 0–100% should be put

under arcsine transformation.

The values of 0% should be substituted by 1
4n

and the values of 100% by 100� 1
4n , where n is

the number of counts on which percentages are

worked out before transformation of data follow-

ing arcsine rule of transformation. The essence

of arcsine transformation is to convert the

percentage data into angles measured in degrees,

that is, to transform 0–100% data into 0–90�

angles. The actual procedure is to convert the

percentage data into proportions and transform

it into sin�1 ffiffiffi
p

p
, where p is the percentage data

measured in proportions. Ready-made tables are

available for different percentage values with

their corresponding transformed values. How-

ever, in MS Excel with the following functional

form, a percentage data can be directly converted

to arcsine transformed data.

¼ degrees (asin(sqrt(p/100))), where p is the

percentage value.

Analysis of variance is taken up on the

transformed data and inferences are made

accordingly with the transformed means. How-

ever, to get original means retransformation of

transformed means is preferred over the means

from original data because of the fact stated

earlier.

Example 10.6. The following table gives the

germination percentage of eight varieties of

wheat in a field trial with three replications.

Analyze the data to find out the best variety

w.r.t. germination.

Variety

Replication

3

Replication

1

Replication

2

V1 62 55 48

V2 28 23 32

V3 70 75 72

V4 85 86 88

V5 92 90 95

V6 18 15 17

V7 20 16 18

V8 68 65 66

Solution. From the given information it is clear

that (a) the data can be analyzed per the analysis

of two-way classified data and (b) the data relates

to percentage data arising out of count data and

the percentage ranges from 15 to 95%. Thus,

there is a chance of heterogeneous variance.

So we opt for arcsine transformation before

taking up the analysis of variance.
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The transformed data are presented in the

following table:

Variety Replication 2 Replication 3 Replication 1

V1 43.85 51.94 47.87

V2 34.45 31.95 28.66

V3 58.05 56.79 60.00

V4 69.73 67.21 68.03

V5 77.08 73.57 71.57

V6 24.35 25.10 22.79

V7 25.10 26.57 23.58

V8 54.33 55.55 53.73

The analysis of variance with transformed

data per the analysis of two classified data

given in the analysis of variance table at 5%

level of significance will be as follows:

Thus, as the calculated value of F (219.2512)

exceeds the critical value (2.7642) of F-statistic
at 5% level of significance, the test is signifi-

cant and the null hypothesis of equality of varie-

tal effects w.r.t. germination percentage is

rejected. That means the varieties differ signifi-

cantly among themselves w.r.t. germination

percent.

To identify the best variety w.r.t. germination

percentage, the LSD (CD) value at 5% level of

significance is worked out as given below:

LSDð0:05Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ErMS

r

r
� t0:025;21

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2� 5:0915

3

r
� 2:069 ¼ 3:812:

We arrange the varietal means in descending

order and compare them in relation to the above

CD value:

Variety Mean germination %

V5 74.071

V4 68.324

V3 58.280

V8 54.537

V1 47.889

V2 31.685

V7 25.082

V6 24.080

Thus, from the above table, it is clear that

variety 5 is the best variety, having maximum

germination percentage, followed by variety 4,

variety 3, and so on. On the other hand, the

lowest germination percentage is recorded in

variety 6, which is at par with variety 7. Hence,

variety 5 is the best and varieties 6 and 7 are the

worst varieties w.r.t. germination percent.

Let us see how this analysis differs from the

analysis with original data. The following is the
result of analysis of data without transforming

the same.

ANOVA, without transforming the data

ANOVA

SOV d.f. SS MS F P value F critical

Replication 2 11.4088 5.7044 1.1204 0.3537 3.7389

Variety 7 7814.2733 1116.3248 219.2512 0.0000 2.7642

Error 14 71.2815 5.0915

Total 23 7896.9635

ANOVA

Source of variation SS d.f. MS F P value F crit

Rows 19159.333 7 2737.0476 231.6494 0.0000 2.7642

Columns 20.583 2 10.2917 0.8710 0.4400 3.7389

Error 165.417 14 11.8155

Total 19345.333 23
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It is found from the above two analyses that

there is no difference in results and conclusion.

Thus, from the above three analyses based on
transformation principle, it can be inferred that

results and conclusion may or may not remain

the same. But it is always wise to take care of
necessary transformation, wherever required.

Effect of Change in Origin and Scale in

Analysis of Variance:
Sometimes in real-life situation, we come

across with data which are very large or very

small in nature, thereby posing difficulty in tak-

ing up statistical analysis further. Analysis of

variance, as has been mentioned earlier, is noth-

ing but the partitioning of variance due to assign-

able causes and non-assignable causes. Thus, it is

essentially an exercise with variance. We know

that variance does not depend on the change of

origin but depends on the change of scale. So if

we add or subtract a constant quantity to each and

every observation of the data set to be subjected

under analysis of variance, there should not be

any effect of such mathematical manipulation

(change of origin). But definitely there will be

effect of change of scale on analysis of variance.

The following examples demonstrate the above

two factors.

1. Analysis of variance with change of origin

2. Analysis of variance with change of scale

3. Analysis of variance with change of both

origin and scale

Let us take the following example to demon-

strate the above.

Example 10.7. The following table gives the

yield (kg/plot) of four different varieties of

onion in three different irrigation treatments.

Analyze the data (a) with change of origin to

100 kg/plot and (b) with change of origin to

100 kg/plot and scale to 8 kg/plot, and comment

on the effect of change of origin and scale on the

results of ANOVA.

Variety Average germination %

V5 92.333

V4 86.333

V3 72.333

V8 66.333

V1 55.000

V2 27.667

V7 18.000

V6 16.667

(A) Analysis with original data

Variety 1 Variety 2 Variety 3 Variety 4

I 1 181 195 185 110

184 197 184 125

182 198 187 115

I 2 224 245 228 145

225 240 227 135

223 247 229 142

I 3 200 210 205 130

201 208 202 132

202 207 204 131

Summary

Variety 1 Variety 2 Variety 3 Variety 4 Total

I1 182.333 196.667 185.333 116.667 170.250

I2 224.000 244.000 228.000 140.667 209.167

I3 201.000 208.333 203.667 131.000 186.000

Average 202.444 216.333 205.667 129.444

(continued)
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(A) Analysis with original data

Variety 1 Variety 2 Variety 3 Variety 4

ANOVA

SOV d.f. SS MS F P value

Irrigation 2 9197.056 4598.528 486.903 0.000

Variety 3 42762.528 14254.176 1509.266 0.000

Interaction (IxV) 6 688.722 114.787 12.154 0.000

Error 24 226.667 9.444

Total 35 52874.972

(B) Analysis of data with origin shifted to 100, that is, observation �100

Variety 1 Variety 2 Variety 3 Variety 4

I 1 81 95 85 10

84 97 84 25

82 98 87 15

I 2 124 145 128 45

125 140 127 35

123 147 129 42

I 3 100 110 105 30

101 108 102 32

102 107 104 31

Summary

Variety 1 Variety 2 Variety 3 Variety 4 Total

I1 82.333 96.667 85.333 16.667 70.250

I2 124.000 144.000 128.000 40.667 109.167

I3 101.000 108.333 103.667 31.000 86.000

Average 102.444 116.333 105.667 29.444

ANOVA

SOV d.f. SS MS F P value

Irrigation 2 9197.056 4598.528 486.903 0.000

Variety 3 42762.528 14254.176 1509.266 0.000

Interaction (I � V) 6 688.722 114.787 12.154 0.000

Error 24 226.667 9.444

Total 35 52874.972

(C) ANOVA with change of origin

Variety 1 Variety 2 Variety 3 Variety 4

I 1 10.1 11.9 10.6 1.3

10.5 12.1 10.5 3.1

10.3 12.3 10.9 1.9

I 2 15.5 18.1 16.0 5.6

15.6 17.5 15.9 4.4

15.4 18.4 16.1 5.3

I 3 12.5 13.8 13.1 3.8

12.6 13.5 12.8 4.0

12.8 13.4 13.0 3.9

Summary

Variety 1 Variety 2 Variety 3 Variety 4 Total

I 1 10.292 12.083 10.667 2.083 8.781

I 2 15.500 18.000 16.000 5.083 13.646

I 3 12.625 13.542 12.958 3.875 10.750

Average 12.806 14.542 13.208 3.681

(continued)
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From the above analyses the following points

may be noted:

1. F-ratios and the significance level do not

change under the above three cases.

2. Mean values change in the second and third

cases.

3. Sumof squares andmean sum of squares values

do not change in the first and second cases.

4. As error mean square remains the same in the

first and second cases, critical difference

values also remain the same.

Thus, with the change of origin and/or scale,
the basic conclusion from ANOVA does not

change, but while comparing the means, care

should be taken to adjust the mean values and
the critical difference values accordingly.

10.5 Experimental Reliability

Reliability of experimental procedure, in its

simplest form, can be verified with the help of

coefficient of variations. The coefficient of vari-

ation is defined as

CV ¼ S:D

Grand Mean
� 100:

Here the positive square root of error mean

square in analysis of variance is taken as an

estimate of the standard deviation. Thus, from

the table of analysis of variance, one can work

out the CV% as follows:

CV ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
ErMS

p

Grand Mean
� 100:

Now the question is, what should be the range

or the value of CV% for the information from an

experiment to be taken reliable? There is no hard

and fast rule to determine the cutoff value of CV

% for an experiment is reliable; it depends on the

condition of the experiment (laboratory condi-

tion, field condition, etc.), type of materials/

treatments tested in the experiment, desired pre-

cision from the experiment, etc. Generally the

CV% should be less in experiments conducted

under laboratory conditions compared to field

experiments. Similarly CV% also depends on

the type of field crop, size and shape of experi-

mental units, etc. However, by and large, a CV%

less than 20% is regarded as an indication for the

reliability of the experiments. If the CV value is

more than 20%, there is a need to verify the

experimental procedure and need for emphasis

on the reduction of experimental error.

10.6 Comparison of Means

The F-test in analysis of variance indicates the

acceptance or the rejection of the null hypothesis.

The F-test in analysis of variance can be signi-

ficant even if only one pair of means among

several pairs of means is significant. If the null
hypothesis is rejected, we need to find out the

means which are significantly different from

each other and resulting the significance of
F-test. Thus, comparison of treatment means

becomes essential. The comparison of treatment

means can be done either through pair compari-
son or through group comparison. In group com-

parison, two or more than two treatment means

are involved in the process. Under the group

comparison there are between-group compari-

son, within-group comparison, trend compari-

son, and factorial comparison. Pair comparison

is the simplest and most commonly used method.

(C) ANOVA with change of origin

Variety 1 Variety 2 Variety 3 Variety 4

ANOVA

SOV d.f. SS MS F P value

Irrigation 2 143.704 71.852 486.903 0.000

Variety 3 668.164 222.721 1509.266 0.000

Interaction (I � V) 6 10.761 1.794 12.154 0.000

Error 24 3.542 0.148

Total 35 826.171

(continued)
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In the following section we will discuss pair

comparison.

10.6.1 Pair Comparison

Quite a good number of test procedures are

available for the purpose of comprising pair of

treatment means. Among the methods the least
significant difference test (LSD), also known as

critical difference (CD) test; student Newman–
Keuls test, Duncan multiple range test (DMRT),

and Tukey’s honestly significant difference test

are commonly used. Again, among the four test

procedures, the CD and the DMRT are mostly

used.

10.6.1.1 CD/LSD Test
The essence of LSD test is to provide a single

value at specified level of significance which

serves as the limiting value of significant or non-

significant difference between two treatment

means. Thus, two treatment means are declared

significantly different at the specified level of

significance if the difference between the treat-

ment means exceeds the LSD/CD value; other-

wise they are not.

Calculation of LSD Values

LSD ¼ standard error of difference between two

treatment means under comparison multiplied by

the table value of t distribution at error degrees of

freedom with specific level of significance.

Thus, for both-sided tests LSDα=CDα ¼
SEðdifferenceÞ � tα

2
;error d:f .

The standard error of difference is calculated as

SEd ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ErMS

1

ri
þ 1

ri0

� �s
;

where ri and ri0 are the replications/number of

observations for the ith and the i0th treatment

under comparison. For ri ¼ ri0 (in case of designs

like RBD LSD), the CD values are calculated as

CDd ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ErMS

r

r
� tα

2
;error d:f :

The LSD/CD test is most appropriate for

comparing planned pair; in fact it is not advisable

to use LSD for comparing all possible pairs of

means. When the number of treatment is large,

the number of possible pair of treatment means

increases rapidly, and thereby, increasing the prob-

ability of significance of at least one pair of means

will have the difference exceeding the LSD value.

As a result LSD test is used only when the F-test
for treatment effects is significant and the number

of treatments is not too many, preferably less than

six. LSD test is best used in comparing the control

treatment with that of the other treatments.

10.6.1.2 Duncan Multiple Range Test
In the experiment, very large numbers of treat-

ment means are compared in number, as has been

mentioned already, and thus, the LSD test is

not suitable. The fact that LSD can be used

only when the F-test is significant in the analysis
of variance has prompted the use of Duncan

multiple range test. Duncan multiple range test

can be used irrespective of the significance or
nonsignificance of the F-test in the analysis of

variance. The essence of Duncan multiple range

test calculation is that instead of using standard

error of difference between the two means, we

use standard error of mean in this case. The

standard error of mean is multiplied by rp values
for different values of p (the number of treatment

means involved in the comparison) from the sta-

tistical tables for significant studentized ranges at

p ¼ 2, 3, . . ., t treatments with different error

degrees of freedom.

Thus, if SEm ¼
ffiffiffiffiffiffiffiffiffi
ErMS
r

q
, then rp � SEm gives

us Rp value. This Rp is subtracted from the largest

mean arranged in either ascending or descend-

ing order. All the means less than the above

subtracted values are declared as significantly

different from the largest mean. Other treatments

whose values are larger than the above differ-

ence, these are compared with appropriate Rp

values depending upon the number of treatment

means to be compared. That means for three

means to be compared with R3, two means

remain to be compared with R2 and so on. Let

us demonstrate the procedure with the help of

the following example.
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Example 10.8. Five treatments were used to test

the superiority measured in terms of harvest

index. The following information is noted. Find

out the best treatment using DMRT.

Treatment means are as follows: 2.6, 2.1, 2.5,

1.0, and 1.2

ErMS ¼ 0.925, error d.f. ¼ 21, no. of

observations per mean is 5.

Solution. Five treatment means are 2.6, 2.1, 2.5,

1.0, and 1.2 with error mean square ¼ 0.925;

replication, 5; and error degrees of freedom¼ 21.

At the first instance, arrange the mean in

descending order, that is, 2.6, 2.5, 2.1, 1.2,

and 1.0.

So the SEm ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
ErMS

5

r
¼

ffiffiffiffiffiffiffiffiffiffiffi
0:925

5

r
¼ 0:43:

The Rp values for different p values at error

degrees of freedom ¼ 21 are read from the

studentized range table and are as follows:

p Rp (0.05) Rp

2 2.94 2.94 � 0.43 ¼ 1.26

3 3.09 3.09 � 0.43 ¼ 1.329

4 3.18 3.18 � 0.43 ¼ 1.367

5 3.24 3.24 � 0.43 ¼ 1.39

From the largest mean (t1) 2.6, we subtract the

Rp value for the largest p ¼ 5, that is, 1.39, to get

2.6 � 1.39 ¼ 1.21.

Declare all the mean values which are less

than this difference value as significantly differ-

ent from the largest mean. In this case t4 and t5
are significantly different from t1.

The difference between treatments t1 and t2 is
2.6 � 2.1 ¼ 0.5. Since there are three treatment

means not declared significantly different from

t1, we are to compare the above difference with

R3 value, that is, R3 ¼ 1.329. The difference is

less than the R3 value. So these treatments are not

different significantly. Thus, the conclusion is

that t1, t2, and t3 are statistically at par while t4
and t5 are also statistically at par. The largest

treatment mean is for treatment t1. In the next

few sections, some basic and complex experi-

mental designs have been discussed.

10.7 Completely Randomized
Design (CRD)

Among all experimental designs, completely

randomized design (CRD) is the simplest one

where only two principles of design of experi-

ments, that is, replication and randomization,

have been used. The principle of local control is

not used in this design. CRD is being analyzed as

per the model of one-way ANOVA. The basic

characteristic of this design is that the whole

experimental area (1) should be homogeneous

in nature and (2) should be divided into as many

numbers of experimental units as the sum of the

number of replications of all the treatments. Let us

suppose there are five treatments A, B, C, D, and

E replicated 5, 4, 3, 3, and 5 times, respectively,

then according to this design, we require the

whole experimental area to be divided into 20

experimental units of equal size. Under labora-

tory condition, completely randomized design is

the most accepted and widely used design.

Analysis
Let there be t number of treatments with r1, r2,

r3, . . ., rt number of replications, respectively, in

a completely randomized design. So the model

for the experiment will be yij ¼ μþ αi þ eij,

i ¼ 1, 2, 3, . . ., t; j ¼ 1, 2, . . ., ri,

where

yij ¼ response corresponding to the jth observa-

tion of the ith treatment

μ ¼ general effect

αi ¼ additional effect due to the ith treatment

and
P

riαi ¼ 0

eij ¼ errors that are associated with the jth obser-

vation of the ith treatment and are i.i.d.N(0, σ2)
Assumption of the Model

The above model is based on the assumptions

that the effects are additive in nature and the

error components are identically, independently

distributed as normal variate with mean zero and

constant variance.

Hypothesis to Be Tested
H0 : α1 ¼ α2 ¼ α3 ¼ � � � ¼ αi ¼ � � � ¼ αt ¼ 0

against the alternative hypothesis

H1 : All α
0s are not equal
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Let the level of significance be α. Let the

observations of the total n ¼ Pt
i¼1 ri experimen-

tal units be as follows (Table 10.7):

The analysis for this type of data is the same

as that of one-way classified data discussed in

Chap. 1, Sect. 1.2. From the above table we

calculate the following quantities (Table 10.8):

Grand total ¼
Xt

i¼1

Xri
j

observationð Þ ¼ y11 þ y21 þ y31 þ � � � þ ytrt ¼
Xt

i¼1

Xrt
j¼1

yij ¼ G:

Correction factor ¼ G2

n
¼ CF:

Total sum of squares TSSð Þ ¼
Xt

i¼1

Xri
j

observationð Þ2 � CF ¼
Xt

i¼1

Xrt
j¼1

y2ij � CF:

¼ y211 þ y221 þ y231 þ � � � þ y2trt � CF:

Treatment sum of squares TrSSð Þ ¼
Xt

i¼1

yi0
2

ri
� CF;where yi0 ¼

Xri
j¼1

yij

¼ sum of the observations for the ith treatment:

¼ y2
10

r1
þ y2

20

r2
þ y2

30

r3
þ � � � y

2
i0

ri
þ � � � y

2
t0

rt
� CF:

Error sum of squares by subtractionð Þ ¼ TSS� TrSS ¼ Erss:

Table 10.7 Treatment structure of CRD

Observations

Treatment

1 2 . . .. . .. . .. i . . .. . .. . .. t

1 y11 y21 . . .. . .. . ... yi1 . . .. . .. . .. yt1
2 y12 y22 . . .. . .. . .. yi2 . . .. . .. . .. yt2
: : : . . .. . .. . . : . . .. . .. . .. :

: : : : :

: : y2r2 : :

. . .. . .. . .. : . . .. . .. . .. :

ri . . .. . .. . .. yiri . . .. . .. . .. :

: y1r1 :

: ytrt
Total y10 y20 . . .. . .. . .. yi0 . . .. . .. . ... yt0
Mean �y10 �y20 �yi0 �yt0

Table 10.8 ANOVA table for completely randomized design

Sources of variation d.f. SS MS F-ratio

Treatment t � 1 TrSS
TrMS ¼ TrSS

t� 1

TrMS

ErMS
Error n � t ErSS

ErMS ¼ ErSS

n� t
Total n � 1 TSS
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If the calculated value of F-ratio corresponding
to treatment is greater than the table value at α
level of significance with (t � 1),(n � t) degrees
of freedom, that is, Fcal > Ftab α;ðt�1Þ;ðn�tÞ, the null
hypothesis is rejected; otherwise, one cannot

reject the null hypothesis. When the test is signifi-

cant, one should find out which pair of treatments

is significantly different and which treatment is

either the best or the worst with respect to the

particular characters under consideration. This is

accomplished with the help of the least significant

difference (critical difference) value per the given

formula below:

LSDα ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ErMS 1

ri
þ 1

ri0

� �r
�tα

2
;ðn�tÞ, where i and

i0 refer to the treatments involved in compari-

son and t is the table value of t distribution

at α level of significance with (n � t) d.f. andffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ErMS 1

ri
þ 1

ri0

� �r
is the standard error of differ-

ence (SEd) between the means for treatments i
and i0. Thus, if the absolute value of the difference
between the treatment means exceeds the

corresponding CD value, then the two treatments

are significantly different and the better treatment

is adjudged based on the mean values commensu-

rate with the nature of the character under study.

Example 10.9. An experiment was conducted

with five varieties of wheat. The following data

gives the weight of grains per hill (g) recorded

from different varieties:

Varieties Grain weight(gm)/hill

A 150 148 145 145 140

B 162 158 150 155 148 146

C 140 142 144 146 149 140 152 150

D 130 134 135 132

E 145 135 134 140 142 137 138

Analyze the data and draw the necessary

conclusion.

This is a problem of completely randomized

design with unequal replications. The fixed effect

model for the purpose would be

yij ¼ μþ αi þ eij, where αi is the effect of the

ith variety, i ¼ 1, 2, 3, 4, 5. That means the

problem is to test

H0 : α1 ¼ α2 ¼ α3 ¼ α4 ¼ α5 against

H1 : αi
0s are not all equal:

Let the level of significance be α ¼ 0.05.

Varieties

A B C D E

150 162 140 130 145

148 158 142 134 135

145 150 144 135 134

145 155 146 132 140

140 148 149 142

146 140 137

152 138

150

Sum (yi0) 728 919 1,163 531 971

Average
�yi0ð Þ

145.6 153.167 145.375 132.75 138.714

Grand total GTð Þ ¼ 150þ 148þ 145þ � � � þ 142þ 137þ 138 ¼ 4312

Correction factor CFð Þ ¼ GT2

n
¼ 43122

30
¼ 619778:1

Total sum of squares TSSð Þ ¼ 1502 þ 1482 þ 1452 þ � � � þ 1422 þ 1372 þ 1382 � CF ¼ 1737:867

Variety sum of squares VSSð Þ ¼ 7282

5
þ 9192

6
þ 11632

8
þ 5312

4
þ 9712

7
� CF ¼ 1231:78

Error sum of squares ErSSð Þ ¼ TSS� VSS ¼ 1737:867� 1231:78 ¼ 506:087
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ANOVA

SOV d.f. SS MS F

Variety 4 1231.780 307.945 15.212

Error 25 506.087 20.243

Total 29 1737.867

The table value of F0.05;4,25 ¼ 4.18.

Thus, F(cal) > F(tab)0.05;4,25, so the test is sig-
nificant and reject the null hypothesis of equality of

grain weight per hill. We conclude that there exist

significant differences among the five varieties of

wheat with respect to grain weight per hill.

So, the next objective is to find out the

varieties which differ significantly among them-

selves and the variety/varieties having signifi-

cantly the highest weight per hill.

To compare the varieties we calculate the

critical difference value, which is given asffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
MSE

1

ri
þ 1

ri0

� �s
� t0:025; err:d:f:

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
20:243

1

ri
þ 1

ri0

� �s
� t0:025;25:

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
20:243

1

ri
þ 1

ri0

� �s
� 2:06;

where ri and ri0 are the number of observations of

the two varieties under comparison. Thus, for

comparing the varieties, we have the following

critical difference and mean difference values

among the varieties:

Comparison

CD

(0.05)

values

Mean

difference

yi0 � yi00j j Conclusion

(Variety

A–variety B)

5.612 7.567 Varieties are

different

(Variety

A–variety C)

5.284 0.225 Varieties are

the same

(Variety

A–variety D)

6.217 12.85 Varieties are

different

(Variety

A–variety E)

5.427 6.886 Varieties are

different

(Variety

B–variety C)

5.006 7.792 Varieties are

different

(Variety

B–variety D)

5.983 20.417 Varieties are

different

(Variety

B–variety E)

5.156 14.452 Varieties are

different

(Variety

C–variety D)

5.676 12.625 Varieties are

different

(Variety

C–variety E)

4.797 6.661 Varieties are

different

(Variety

D–variety E)

5.809 5.964 Varieties are

different

Thus, variety B is the variety giving signifi-

cantly the highest grain weight per hill followed

by variety A and variety C, which are statistically

at par.

Slide 10.9: Step 1 showing the data input for analysis of CRD using SAS
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Slide 10.10: Step 2 showing the data input along with commands for analysis of CRD using SAS

Slide 10.11: Step 3 showing the portion of output for analysis of CRD using SAS
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Slide 10.12: Step 3 showing the portion of output for analysis of CRD using SAS

Slide 10.13: Step 3 showing the portion of output for analysis of CRD using SAS
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Slide 10.14a: Step 3 showing the portion of output for analysis of CRD using SAS

Slide 10.14b: Step 3 showing the portion of output for analysis of CRD using SAS
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Example 10.10. Seven varieties of wheat were

tested for yield using CRD with 5 plots per

variety. The following table gives the yields of

grain in quintal per acre. Test whether the 7

varieties differ significantly with respect to

yield or not.

Solution. The statement shows that the experi-

mentwas laid out in completely randomized design

with seven varieties each replicated five times.

The model for the purpose is yij ¼ μþ αiþ eij,

i ¼ 7, j ¼ 5

where

yij ¼ jth observation for the ith variety

μ ¼ general effect

αi ¼ additional effect due to the ith variety

eij ¼ errors that are associated with jth obser-

vation in the ith variety and are i.i.d. N(0, σ2)
So the problem is to test

H0 : α1 ¼ α2 ¼ α3 ¼ α4 ¼ α5 ¼ α6 ¼ α7 against

H1 : αi’s are not all equal:

Let the level of significance be α ¼ 0.05.

Let us construct the following table:

A B C D E F G

18 19 17 18 21 20 19

14 19.5 15 14 21.5 16 13

16 20 14 19 22 17 17

17 22 20 21 23 19 18

15 18 16 14 22 15 14

Total (yi0) 80 98.5 82 86 109.5 87 81

Average (�yi0) 16 19.7 16.4 17.2 21.9 17.4 16.2

Grand total GTð Þ ¼ 18þ 14þ 16þ � � � þ 17þ 18þ 14 ¼ 624:00

Correction factor CFð Þ ¼ GT2

n
¼ 6242

35
¼ 11125:03

Total sum of squares TSSð Þ ¼ 182 þ 142 þ 162 þ � � � þ 172 þ 182 þ 142 � CF ¼ 268:471

Variety sum of squares VSSð Þ ¼ 802

5
þ 98:52

5
þ 822

5
þ 862

5
þ 109:52

5
þ 87:002

5
þ 81:002

5
� CF ¼ 143:471

Error sum of squares ErSSð Þ ¼ TSS� VSS ¼ 268:471� 143:471 ¼ 125:00

ANOVA

SOV d.f. SS MS F

Variety 6 143.471 23.912 5.356

Error 28 125.000 4.464

Total 34 268.471

The table value of F0.05;6,28 ¼ 2.45.

Thus, F(cal) > F(tab)0.05;6,28, so the test is

significant and we reject the null hypothesis of

equality of yields.

Variety A Variety B Variety C Variety D Variety E Variety F Variety G

18 19 17 18 21 20 19

14 19.5 15 14 21.5 16 13

16 20 14 19 22 17 17

17 22 20 21 23 19 18

15 18 16 14 22 15 14
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So, the next objective is to find out the

varieties which differ significantly among them-

selves and the variety/varieties having signifi-

cantly highest yield.

To compare the varieties we calculate the

critical difference value, which is given as

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
MSE

1

ri
þ 1

ri0

� �s
� t0:025; err:d:f:

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4:464

1

r
þ 1

r

� �s
� t0:025; 28

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4:464

2

5

� �s
� 2:048

¼ 2:737;

where ri and ri0 are the number of observations of

the two varieties under comparison and for this

problem all are equal to 5.

We arrange the mean values corresponding

to different varieties in descending order and

compare the differences with CD value as

follows:

Variety Avg. yield (q/acre)

Variety E 21.9

Variety B 19.7

Variety F 17.4

Variety D 17.2

Variety C 16.4

Variety G 16.2

Variety A 16

Varieties joined by the same line are statisti-

cally at par; that is, they are not significantly

different among themselves. Thus, varieties E

and B; varieties B, F, and D; and varieties F, D,

C, G, and A are statistically at par. From the

above, it is clear that variety E is by far the best

variety giving highest yield followed by variety

B, which are statistically at par, and variety A is

the lowest yielder.

Slide 10.15: Step 1 showing the data for analysis of CRD using SAS
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Slide 10.15A: Step 2 showing the portion of data and commands for analysis of CRD using SAS

Slide 10.16: Step 3 showing the portion of output for analysis of CRD using SAS
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Slide 10.17: Step 3 showing the portion of output for analysis of CRD using SAS

Slide 10.18: Step 3 showing the portion of output for analysis of CRD using SAS
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10.8 Randomized Block Design
(RBD)

Randomized block design uses all the three basic

principles of experimental design, namely, (1)

replication, (2) randomization, and (3) local con-

trol. Randomized complete block design

(RCBD) or simply randomized block design

(RBD) takes into account the variability among

the experimental units in one direction. The

whole experimental area is divided into a number

of homogeneous blocks, each having a number of

experimental units as the number of treatments.

Blocking is done in such a way that the variations

among the experimental units within the block

are minimum (homogeneous). In doing so,

blocking is done perpendicular to the direction

of the variability of the experimental area. Thus,

if the variability (may be fertility gradient) is in

east–west direction, then blocking should be

done in north–west direction.

Let there be t number of treatments, each to be

replicated r number of times. So according to

randomized block design, we should have r num-

ber of blocks each having t number of experi-

mental units as follows (Table 10.9):

Thus, the total number of experimental units

(plots) in randomized block design is “number of

treatments (t)” multiplied by “number of

replications (r),” that is, rt ¼ n.
Analysis

Let us suppose that we have t number of

treatments, each being replicated r number of

times. The appropriate statistical model for

RBD will be

yij ¼ μþ αi þ βj þ eij ; i ¼ 1; 2; 3; � � � ; t;
j ¼ 1; 2; � � � ; r

where

yij ¼ response corresponding to jth replication/

block of the ith treatment

μ ¼ general effect

αi ¼ additional effect due to the ith treatment

and
P

αi ¼ 0

βj ¼ additional effect due to the jth replication/

block and
P

βj ¼ 0

eij ¼ errors associated with jth replication/block

of ith treatment and are i.i.d. N(0, σ2)
The above model is based on the assumptions

that the effects are additive in nature and the

error components are identically, independently

distributed as normal variate with mean zero and

constant variance.

Let the level of significance be α.
Hypothesis to Be Tested
The null hypotheses to be tested are

Gradient Gradient Blocking

Table 10.9 Treatments and blocks in RBD

Replication/blocks

Experimental unit 1 2 . . .. r � 1 r

1 t + 1 . . .. (r � 2)t + 1 (r � 1)t + 1

2 t + 2 . . .. (r � 2)t + 2 (r � 1)t + 2

: : . . .. : :

: : . . .. : :

t 2t . . .. (r � 1)t rt
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H0 :ð1Þ α1 ¼ α2 ¼ � � � ¼ αi ¼ � � � ¼ αt ¼ 0;

ð2Þ β1 ¼ β2 ¼ � � � ¼ βj ¼ � � � ¼ βr ¼ 0

against the alternative hypotheses

H1 :ð1Þ α’s are not equal,

ð2Þ β’s are not equal:

Let the observations of these n ¼ rt units be

as follows (Table 10.10):

The analysis of this design is the same as that

of two-way classified data with one observation

per cell discussed in Chap. 1, Sect. 4.2.3.2.

From the above table, we calculate the follow-

ing quantities (Table 10.11):

Grand total ¼
X
i;j

yij ¼ y11 þ y21 þ y31 þ � � � þ ytr ¼ G

Correction factor ¼ G2

rt
¼ CF

Total sum of squares TSSð Þ ¼
X
i;j

yij
2 � CF ¼ y211 þ y221 þ y231 þ � � � þ y2tr � CF

Treatment sum of squares TrSSð Þ ¼
Pt
i¼1

yi0
2

r
� CF ¼ y2

10

r
þ y2

20

r
þ y2

30

r
þ � � � y

2
i0

r
þ � � � y

2
t0

r
� CF

Replication sum of squares RSSð Þ ¼

Pr
j¼1

y0j
2

t
� CF ¼ y2

01

t
þ y2

02

t
þ y2

03

t
þ � � �

y2
0j

t
þ � � � y

2
0r

t
� CF

Error sum of squares by subtractionð Þ ¼ TSS� TrSS� RSS

Table 10.10 Summary of observations from RBD

Replications/blocks

Treatments 1 2 . . .. j . . .. r Total Mean

1 y11 y12 . . .. y1j . . .. y1r y10 �y10
2 y21 y22 . . .. y2j . . .. y2r y20 �y20
: : : : : : : : :

i yi1 yi2 . . .. yij . . .. yir yi0 �yi0
: : : : : : : : :

t yt1 yt2 . . .. ytj . . .. ytr yt0 �yt0
Total y01 y02 . . .. y0j . . .. y0r y00
Mean �y01 �y02 . . .. �y0j . . .. �y0r

Table 10.11 ANOVA table for RBD

SOV d.f. SS MS F-ratio
Tabulated

F (0.05)

Tabulated

F (0.01)

Treatment t � 1 TrSS
TrMS ¼ TrSS

t� 1

TrMS

ErMS
Replication

(block)

r � 1 RSS
RMS ¼ RSS

r � 1

RMS

ErMS

Error (t � 1)

(r � 1)

ErSS
ErMS ¼ ErSS

ðt� 1Þðr � 1Þ
Total rt � 1 TSS
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If the calculated values of F-ratio
corresponding to treatment and replication is

greater than the corresponding table value at the

α level of significance with (t � 1), (t � 1)

(r � 1) and (r � 1), (t � 1)(r � 1) degrees of

freedom, respectively, then the corresponding

null hypothesis is rejected. Otherwise, we con-

clude that there exist no significant differences

among the treatments/replications with respect to

the particular character under consideration; all

treatments/replications are statistically at par.

Upon rejection of the null hypothesis, corres-

ponding LSD/CD is calculated using the follow-

ing formula:

Replication:

LSDα=ðCDαÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ErMS

t

r
� tα

2
;ðt�1Þðr�1Þ and

Treatment:

LSDαðCDαÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ErMS

r

r
� tα

2
;ðt�1Þðr�1Þ;

where t is the number of treatments and

tα
2
;ðt�1Þðr�1Þ is the table value of t at α level of

significance and (t � 1)(r � 1) degrees of

freedom.

By comparing the mean difference among the

replication/treatment mean with corresponding

LSD/CD value, appropriate decisions are taken.

Example 10.11. An experiment was conducted

with six varieties of paddy. The following table

gives the layout and corresponding yield (q/ha).

Analyze the data and find out the best variety of

paddy.

Rep-1 Rep-2 Rep-3 Rep-4

V2 28.8 V4 14.5 V3 34.9 V1 27.8

V3 22.7 V6 23.5 V5 17.7 V5 16.2

V5 17.0 V3 36.8 V2 31.5 V2 30.6

V6 22.5 V2 40.0 V4 15.0 V4 16.2

V4 16 V5 15.4 V1 28.5 V6 22.3

V1 27.3 V1 38.5 V6 22.8 V3 27.7

Solution. From the layout of the experiment, it

is clear that the experiment has been laid out in

randomized block design with six varieties in

four replications.

So the model for RBD is given by

yij ¼ μþ αi þ βj þ eij, i ¼ 6, j ¼ 4

where,

yij ¼ effect due to the ith variety in jth replicates

μ ¼ general effect

αi ¼ additional effect due to the ith variety

βj ¼ additional effect due to the jth replicate

eij ¼ errors associated with ith variety in jth rep-

licate and are i.i.d. N(0, σ2)
The hypotheses to be tested are

H0 : α1 ¼ α2 ¼ α3 ¼ α4 ¼ α5 ¼ α6 against

H1 : αi’s are not all equal and

H0 : β1 ¼ β2 ¼ β3 ¼ β4 against

H1 : All βj’s are not all equal:

Let the level of significance be α ¼ 0.05.

We shall analyze the data in the following

steps:

Make the following table from the given

information.

Replication V1 V2 V3 V4 V5 V6 Total (y0j)
Mean �y0j

� �
R1 27.30 28.80 22.70 16.00 17.00 22.50 134.30 22.38

R2 38.50 40.00 36.80 14.50 15.40 23.50 168.70 28.12

R3 28.50 31.50 34.90 15.00 17.70 22.80 150.40 25.07

R4 27.80 30.60 27.70 16.20 16.20 22.30 140.80 23.47

Total yi0 122.10 130.90 122.10 61.70 66.30 91.10 594.20

Mean �yi0 30.53 32.73 30.53 15.43 16.58 22.78
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Calculate the following quantities:

CF ¼ G2

n
¼ 594:202

6� 4
¼ 14711:40167;

TSS ¼
X

Obs:2 � CF ¼ 27:32 þ 28:82 þ � � � þ 16:22 þ 22:32 � 14711:40167

¼ 16156:72� 14711:40167 ¼ 1445:318;

RSS ¼ 1

6

X4
j¼1

y20j � CF ¼ 1

6
134:32 þ 168:72 þ 150:42 þ 140:82
� �� 14711:40167

¼ 88940:98

6
� 14711:40167 ¼ 112:095;

TrSS ¼ 1

4

X6
i¼1

y2
i0
� CF ¼ 1

4
122:12 þ 130:92 þ 122:12 þ 61:72 þ 66:32 þ 91:12
� �� 14711:40167

¼ 63453:42

4
� 14711:40167 ¼ 1151:953;

ErSS ¼ TSS� RSS� TrSS ¼ 1445:318� 112:095� 1151:953 ¼ 181:27;

where TSS, RSS, TrSS, and ErSS are the total,

replication, treatment, and error sum of squares,

respectively.

Construct the ANOVA table as given below.

ANOVA

SOV d.f. SS MS F

Replication 3 112.095 37.365 3.091935

Variety 5 1151.953 230.3907 19.06471

Error 15 181.270 12.08467

Total 23 1445.318

The table value of F0.05;3,15 ¼ 3.29 and

F0.05;5,15 ¼ 2.90. Thus, we find that the test

corresponding to replication is not significant,

but the test corresponding to the effect of

varieties is significant. So the null hypothesis of

equality of replication effects cannot be rejected;

that means there is no significant difference

among the effects of the replications; they are

statistically at par. On the other hand, the null

hypothesis of equality of varietal effect is

rejected; that means there exist significant

differences among the varieties. So we are to

identify the varieties, which varieties are signifi-

cantly different from each other, and the best

variety.

Calculate critical difference value at α ¼ 0.05

using the following formula:

CD0:05ðVarietyÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
2MSE

r

r
� t0:025;err:d:f:

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2� 12:085

4

r
� t0:025;15

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2� 12:085

4

r
� 2:131 ¼ 5:238:

Arrange the varietal mean values in descending

order and compare the difference between any

two treatment mean differences with that of the

critical difference value. If the critical difference

value be greater than the difference of two varietal

means, then the treatments are statistically at par;

there exists no significant difference among the

means under comparison.

Variety Mean yield (bushels/acre)

V2 32.725

V1 30.525 difference < CD(0.05)

V3 30.525

V6 22.775

V5 16.575

V4 15.425 difference < CD(0.05)

Variety 2 is the best variety having highest

yield, but variety 1 and variety 3 are also at par

with that of variety 2. Variety 6 is significantly

different from all other varieties. Variety 5 and

variety 4 are statistically at par and are the lowest

yielders among the varieties.
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Slide 10.20: Step 2 showing a portion of output for RBD analysis using SAS

Slide 10.19: Step 1 showing data input and commands for RBD analysis using SAS
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Slide 10.22: Step 2 showing a portion of output for RBD analysis using SAS

Slide 10.21: Step 2 showing a portion of output for RBD analysis using SAS
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10.9 Latin Square Design (LSD)

LSD is a design in which known sources of

variation in two perpendicular directions, that

is, north to south and east to west or south to

north and west to east, could be taken into con-

sideration. In this type of field, we require fram-

ing of blocks into perpendicular directions which

take care of the heterogeneity in both directions.

A Latin square is an arrangement of treatments

in such a way that each treatment occurs once

and only once in each row and each column.

If t is the number of treatments, then the total

number of experimental units needed for this

design is t � t. These t2 units are arranged in

t rows and t columns. This type of experiments

is rare in laboratory condition but can be

conducted or useful in field conditions or green-

house conditions. The two perpendicular sources

of variations in greenhouse may be the difference

among the rows of the plot and their distances

from the greenhouses.

So while selecting an LSD design, an experi-

menter faces two problems: how to maintain the

minimum replication and how to accommodate

the maximum number of treatments in the

experiment. This makes the LSD design’s appli-

cability limited in field experimentations. The

number of treatments in LSD design should gen-

erally lie in between four and eight. All these

limitations have resulted in the limited use of

Latin square design in spite of its high potential-

ity for controlling experimental errors.

Analysis

Let there be t treatments, so there should be

t rows and t columns. So we need a field of t� t
experimental units. The appropriate statistical

model for the analysis of the information from a

t� t LSD can be given as follows:

yijk ¼ μþ αi þ βj þ υk þ eijk; i ¼ j ¼ k ¼ t

Where

μ ¼ general effect

αi ¼ additional effect due to the ith treatment

and
P

αi ¼ 0

βj ¼ additional effect due to the jth row andP
rj ¼ 0

υk ¼ additional effect due to the kth treatment

and
P

ck ¼ 0

eijk ¼ errors that are associated with the ith treat-

ment in the jth row and the kth column and are

i.i.d. N(0, σ2)

Slide 10.23: Step 2 showing a portion of output for RBD analysis using SAS
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Hypothesis to Be Tested

H0 : ð1Þ α1 ¼ α2 ¼ � � � ¼ αi ¼ � � � ¼ αt ¼ 0;

ð2Þ β1 ¼ β2 ¼ � � � ¼ βj ¼ � � � ¼ βt ¼ 0;

ð3Þ γ1 ¼ γ2 ¼ � � � ¼ γk ¼ � � � ¼ γt ¼ 0

against

H1 :ð1Þ α’s are not equal,

ð2Þ β’s are not equal,

ð3Þ γ’s are not equal:

Analysis

From least square estimates; we haveXX
i; j; k

X
ðyijk � �y000Þ2 ¼ t

X
i

ð�yi00 � �y000Þ2 þ t
X
j

ð�y0j0 � �y000Þ2 þ t
X
k

ð�y00k � �y000Þ2

þ
X
i; j; k

ðyijk � �yi00 � �y0j0 � �y00k þ 2�y000Þ2;

TSS ¼ Tr SSþ RSSþ CSSþ ErSS,

where

μ̂ ¼ �y000; α̂i ¼ �yi00 � �y000; β̂j ¼ �y0j0 � �y000;

γ̂k ¼ �y00k � �y000;

�y000 ¼ mean of all t2 observations,

�yi00 ¼ mean of t observations from ith treatment,

�y0j0 ¼ mean of t observations from jth row,

�y00k ¼ mean of t observations from kth column:

Various sums of squares are calculated using

the following formulae (Table 10.12):

Grand total ¼
X

ði;j;kÞ2D
yijk ¼ G

Correction factor ¼ ðGÞ2
t2

¼ CF

Total sum of squares TSSð Þ ¼
X

ði;j;kÞ2D
yijk

2 � CF

Treatment sum of squares TrSSð Þ ¼
Pt
i¼1

yi00
2

t
� CF

¼ y2
100

t
þ y2

200

t
þ y2

300

t
þ � � � y

2
i00

t
þ � � � þ y2

t00

t
� CF

Row sum of squares RSSð Þ ¼

Pt
j¼1

y0j0
2

t
� CF

¼ y2
010

t
þ y2

020

t
þ y2

030

t
þ � � �

y2
0j0

t
þ � � � þ y2

0t0

t
� CF

Column sum of squares CSSð Þ ¼
Pt
k¼1

y00k
2

t
� CF

¼ y2
001

t
þ y2

002

t
þ y2

003

t
þ � � � y

2
00k

t
þ � � � þ y2

00t

t
� CF

Error sum of squares by subtractionð Þ
¼ TSS� TrSS� RSS� CSS

Table 10.12 ANOVA table for LSD

Sources of variation d.f. SS MS F-ratio

Treatment t � 1 TrSS
TrMS ¼ TrSS

t� 1

TrMS

ErMS
Row t � 1 RSS

RMS ¼ RSS

t� 1

RMS

ErMS
Column t � 1 CSS

RMS ¼ CSS

t� 1

CMS

ErMS
Error (t � 1)(t � 2) ErSS

ErMS ¼ ErSS

ðt� 1Þðt� 2Þ
Total t2 � 1 TSS
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The null hypotheses are rejected at α level of

significance if the calculated values of F-ratio

corresponding to treatment or row or column

are greater than the corresponding table values

at the same level of significance with the same

(t � 1), (t � 1)(t � 2) degrees of freedom,

respectively. When any one of the three null

hypotheses is rejected, then LSD for treatments/

rows/columns is calculated
ffiffiffiffiffiffiffiffiffiffi
2ErMS

t

q
� tα

2;ðt�1Þðt�2Þ,

where tα
2
;ðt�1Þðt�2Þ is the table value of t at α level

of significance with (t � 1)(t � 2) degrees of

freedom.

If the absolute value of the difference between

any pair of means of row/column/treatment is

more than the critical difference value, as calcu-

lated above, then the row/column/treatment

means are significantly different from each

other; otherwise, they are not.

Example 10.12. Five varieties of wheat were

tested using the Latin square design. The follow-

ing information pertains to the yield data (q/ha)

along with the layout of the above experiment.

Analyze the data and find out the best variety.

Layout along with yield data (q/ha)

D 34.0 A 19.1 E 21.1 B 32.0 C 37.2

E 16.2 B 33.1 A 19.0 C 34.3 D 28.1

C 30.6 E 28.5 B 33.1 D 35.8 A 19.2

A 25.8 C 26.1 D 41.7 E 23.7 B 39.9

B 39.3 D 24.6 C 36.1 A 21.3 E 19.4

Solution. The model for LSD is yijk ¼
μþ αi þ βj þ γk þ eijk, i ¼ j ¼ k ¼ 5

where

yijk ¼ effect due to the ith variety in the jth row

and the kth column

μ ¼ general effect

αi ¼ additional effect due to the ith variety,P
i

αi ¼ 0

βj ¼ additional effect due to the jth row,P
j

βj ¼ 0

γk ¼ additional effect due to the kth column,P
k

γk ¼ 0

eijk ¼ errors that are associated with the ith

variety in the jth row and kth column and are

i.i.d. N(0, σ2)
The hypotheses to be tested are

H0 : α1 ¼ α2 ¼ α3 ¼ α4 ¼ α5,

β1 ¼ β2 ¼ β3 ¼ β4 ¼ β5;

γ1 ¼ γ2 ¼ γ3 ¼ γ4 ¼ γ5
against

H1 : αi’s are not all equal,

βj’s are not all equal,

γk’s are not all equal:

Let the level of significance be α ¼ 0.05.

Make the following two tables from the given

information:

C1 C2 C3 C4 C5 Total ðy0j0Þ Average ð�y0j0Þ
R1 34 19.1 21.1 32 37.2 143.4 28.68

R2 16.2 33.1 19 34.3 28.1 130.7 26.14

R3 30.6 28.5 33.1 35.8 19.2 147.2 29.44

R4 25.8 26.1 41.7 23.7 39.9 157.2 31.44

R5 39.3 24.6 36.1 21.3 19.4 140.7 28.14

Total y00kð Þ 145.9 131.4 151 147.1 143.8 719.2

Average �y00kð Þ 29.18 26.28 30.2 29.42 28.76
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Calculate the following quantities:

CF ¼ G2

t� t
¼ 719:202

5� 5
¼ 20689:9;

TSS ¼
X

Obs:2 � CF ¼ 34:02 þ 19:12 þ � � � þ 21:32 þ 19:42 � 20689:9 ¼ 1385:91;

RSS ¼ 1

5

X5
j¼1

y2
0j0
� CF ¼ 1

5
143:42 þ 130:72 þ � � � þ 140:72
� �� 20689:9456 ¼ 74:498;

CSS ¼ 1

5

X5
k¼1

y200k � CF ¼ 1

5
145:92 þ 131:42 þ � � � þ 143:802
� �� 20689:9456 ¼ 44:178;

VSS ¼ 1

5

X5
i¼1

y2
i00
� CF ¼ 1

5
104:42 þ 177:42 þ � � � þ 108:92
� �� 20689:9456 ¼ 947:146;

ErSS ¼ TSS� RSS� CSS� VSS ¼ 1385:914� 74:498� 44:178� 947:146 ¼ 320:091;

where TSS, RSS, CSS, VSS, and ErSS are the

total, row, column, variety, and error sum of

squares, respectively.

Construct the ANOVA table as given below.

ANOVA

SOV d.f. SS MS F

Row 4 74.498 18.625 0.698

Column 4 44.178 11.045 0.414

Variety 4 947.146 236.787 8.877

Error 12 320.091 26.674

Total 24 1385.914

The table value of F0.05;4,12 ¼ 3.26. Thus, we

find that the calculated values of F are less,

except for variety, than the corresponding table

value. So the tests for row and columns are non-

significant. We conclude that neither the row

effects nor the column effects are significant.

But the effects of varieties are significant.

So we are to identify the best variety.

Calculate CD(0.05) using the following

formula:

CD0:05ðVarietyÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2�MSE

t

r
� t0:025; err: d:f:

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2� 26:674

5

r
� t0:025;12

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2� 26:674

5

r
� 2:179

¼ 7:118:

Arrange the varietal mean values in descen-

ding order and compare the difference between

any two treatment mean differences with that of

the critical difference value. If the critical differ-

ence value is greater than the difference of two

varietal means, then the treatments are statisti-

cally at par; there exists no significant difference

among the means under comparison.

Varieties

A B C D E

25.8 39.3 30.6 34 16.2

19.1 33.1 26.1 24.6 28.5

19 33.1 36.1 41.7 21.1

21.3 32 34.3 35.8 23.7

19.2 39.9 37.2 28.1 19.4

Total ðyiooÞ 104.4 177.4 164.3 164.2 108.9

Average ð�yiooÞ 20.88 35.48 32.86 32.84 21.78
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Variety Avg. yield (q/ha)

B 35.48

C 32.86

D 32.84

E 21.78

A 20.88

Variety B is the best variety having the highest

yield but variety C and variety D are also at par

with that of variety B. Variety A and E are signifi-

cantly different from the other three varieties and

are also statistically at par with variety A as the

lowest yielders among the varieties.

Slide 10.25: Step 2 showing portion of data entry and commands for LSD analysis using SAS

Slide 10.24: Step 1 showing data entry and portion of commands for LSD analysis using SAS
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The above analysis can also be done using
SAS statistical software. The following few slides

present the data entry, command syntax, and the
output for the same.

Slide 10.26: Step 3 showing portion of output for LSD analysis using SAS

Slide 10.27: Step 3 showing portion of output for LSD analysis using SAS
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Slide 10.28: Step 3 showing portion of output for LSD analysis using SAS

Slide 10.29: Step 3 showing portion of output for LSD analysis using SAS
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10.10 Missing Plot Technique

In many of the experiments, it is found that the

information from an experimental unit is missing

because of some reasons or otherwise. Responses

from a particular experimental unit may be lost.

Crops of a particular experimental unit may be

destroyed, animals under a particular treatment

may die because of some reason, fruits/flowers

from a particular experimental unit may be

stolen, errors on the part of the data recorder

during recording time, etc., may result in missing

data. In this connection, the difference between

the missing observation and the zero observation

should be clearly understood. For example, if

because of an insecticide treatment, the number

of insects count per plant is zero or if because of a

treatment in studying the pest control measure

the yield of any experimental units is zero, then

these should be entered zero, not to be treated as

missing values. If the information from the whole

experiments is to be discarded because of one or

two missing values, it will be a great loss of time,

resources, and other factors. In order to avoid and

overcome the situations, missing plot technique

has been developed. Missing observation can,

however, be estimated following the least square

technique, and application of analysis of variance

with some modification can be used for practical

purposes to provide reasonably correct result.

In CRD, the above technique is of little use

because of the fact that in CRD, analysis of

variance is possible with variable number of

replications for different treatments. Thus, if

one observation from a treatment is missing,

then analysis of variance is to be taken up with

(r � 1) replication for the corresponding treat-

ment and total (n � 1) number of observations

instead of n observation for the whole experi-

ment. But the effect of missing observations on

the surrounding experimental units should be

noted carefully.

10.10.1 Missing Plot Technique in RBD

Let the following table provide the observations

of an RBD with a missing observation yij
(Table 10.13):

With reference to the above table, the obser-

vation yij is missing. This missing value yij ¼ y

(say) is estimated by minimizing error sum of

squares, and the corresponding estimate would be

y ¼ ty
0
i0 þ ry

0
0j � y

0
00

ðr � 1Þðt� 1Þ

where

y
0
i0 is the total of known observations in the ith

treatment

y
0
0j is the total of known observations in jth

replication (block)

y
0
00 is the total of all known observations

Once the estimated value for the missing

observation is worked out, the usual analysis of

variance is taken up with the estimated value

of the missing observation. The treatment sum

of squares is corrected by subtracting the upward

bias

Table 10.13 Observations from RBD with one missing value

Treatments

Replications (blocks)

Total1 2 . . .. j . . .. r

1 y11 y12 . . .. y1j . . .. y1r y10
2 y21 y22 . . .. y2j . . .. y2r y20
: : : : : : : :

i yi1 yi2 . . .. – . . .. yir y0 i0
: : : : : : : :

t yt1 yt2 . . .. ytj . . .. ytr yt0
Total y01 y02 . . .. y00j . . .. y0r y000
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B ¼
y
0
0j � t� 1ð Þy

h i2
t t� 1ð Þ :

The degrees of freedom for both total and error

sum of squares are reduced by one in each case.

The treatment means are compared with the mean

having missing value and no missing value using

the formula for standard error of difference as

SEd ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ErMS

r
2þ t

ðr � 1Þðt� 1Þ
� �s

:

Example 10.13. An experiment with six

varieties of onion was conducted using RBD

with four replications. The following table gives

the layout and data pertaining to yield (t/ha) from

the experiment. Analyze the data and find out the

best variety of onion.

Rep-1 Rep-2 Rep-3 Rep-4

V1 17.8 V2 23.8 V3 27.9 V4 15.5

V5 19.2 V3 26.7 V5 19.7 V6 23.5

V2 23.6 V5 V2 23.5 V3 26.8

V4 16.2 V6 22.5 V4 15.0 V2 24.0

V6 22.3 V4 16 V1 18.5 V5 19.4

V3 27.7 V1 17.3 V6 22.8 V1 18.5

As per the given information, the appropriate

model is given by yij ¼ μþ αi þ βj þ eij
where i ¼ 6, j ¼ 4

yij ¼ effect due to the ith variety in jth replicates

μ ¼ general effect

αi ¼ additional effect due to the ith variety

βj ¼ additional effect due to the jth replicate

eij ¼ errors that are associated with the ith vari-

ety in the jth replicate and are i.i.d. N(0, σ2)
The hypotheses to be tested are

H0 : α1 ¼ α2 ¼ α3 ¼ α4 ¼ α5 ¼ α6;

β1 ¼ β2 ¼ β3 ¼ β4
against

H1 : αi’s are not all equal,

βj’s are not all equal:

Let the level of significance be α ¼ 0.05.

We shall analyze the data in the following steps:

Make the following table from the given

information.

Variety Rep-1 Rep-2 Rep-3 Rep-4 Total

V1 17.8 17.3 18.5 18.5 72.10

V2 23.6 23.8 23.5 24 94.90

V3 27.7 26.7 27.9 26.8 109.10

V4 16.2 16 15 15.5 62.70

V5 19.2 X 19.7 19.4 58.30

V6 22.3 22.5 22.8 23.5 91.10

Total 126.80 106.30 127.40 127.70 488.20

The estimate of the missing value is given by

ŷij ¼ X ¼ rR0 þ tT0 � G0

ðr � 1Þðt� 1Þ
where

X ¼ estimate of the missing value

R0 ¼ total of available entries of the replication

having the missing observation

T0 ¼ total of available entries of the treatment

having the missing observation

G0 ¼ total of available entries in the whole

design

For this problem X ¼ rR0 þ tT0 � G0

ðr � 1Þðt� 1Þ ¼
4� 106:3þ 6� 58:3� 488:2

ð4� 1Þð6� 1Þ ¼ 19:12.

Now, G ¼ G0 + X ¼ 488.2 + 19.12 ¼ 507.32

Total of variety five ¼ 58.30 + X ¼ 77.42

Total of replication four ¼ 106.30 + X ¼ 125.42

Now we proceed for usual analysis of vari-

ance is taken up with the estimated values of the

missing observation.

CF ¼ GT2

n
¼ 507:322

6� 4
¼ 10723.90,

TSS ¼
X

Obs:2 � CF ¼ 18:52 þ 19:72 þ � � �
þ 19:122 þ 17:32 � 10723:90 ¼ 363:20;

RSS ¼ 1

6

X4
j¼1

R2
j
� CF ¼ 1

6
127:42 þ 127:72
�

þ126:82 þ 106:32
�� 10723:90 ¼ 0.51,

TrSS ¼ 1

4

X6
i¼1

V2
i
� CF ¼ 1

4
72:12 þ 94:92
�

þ109:12 þ 62:72 þ 77:422 þ 91:12
�

� 10723:90 ¼ 359:00:

The TrSS is an overestimate and has to be

corrected by subtracting from a quantity (bias)
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B ¼ ½R0 � ðt� 1ÞX�2
tðt� 1Þ

¼ ½106:30� ð6� 1Þ19:12�2
6ð6� 1Þ ¼ 3:816

Corrected TrSS ¼ TrSS� B

¼ 359:00� 3:816 ¼ 355:18;

ErSS ¼ TSS� RSS� TrSS correctedð Þ
¼ 363:20� 0:51� 355:18 ¼ 7:50;

where TSS, RSS, TrSS, and ErSS are the total,

replication, treatment, and error sum of squares,

respectively.

Construct the ANOVA table as given

below with the help of the above sum of squares

values.

ANOVA

SOV d.f. SS MS F

Replication 3 0.51 0.17 0.31733

Variety 5 359.00 71.80 272.38

Error 14 3.69 0.2636

Total 22 363.20

Variety

(corrected)

5 355.18 71.036 132.51

Error 14 7.506 0.5361

Let the level of significance be α ¼ 0.05.

Thus, one can find that the varietal effects

differ significantly among themselves. So we

are to calculate the CD values for comparing

the treatment means.

The treatment means having no missing value

are compared by usual CD value given as

CD0:05 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ErMS

r

r
� t0:025; error df

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2� 0:5361

4

r
� t0:025;14

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2� 0:5361

4

r
� 2:145 ¼ 1:110:

The treatment means are compared with the

mean having missing values using the formula

for standard error of difference as

SEd ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ErMS

r
2þ t

ðr � 1Þðt� 1Þ
� �s

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:2636

4
2þ 6

ð4� 1Þð6� 1Þ
� �s

¼ 0:398:

Thus, to compare the variety having missing

value (V5) with the other varieties having no

missing value, SEd � t0.025,14 ¼ 0.398 � 2.145

¼ 0.854.

Variety Average yield

V3 27.28

V2 23.73

V6 22.78

V5 19.36

V1 18.03

V4 15.68

From the table of means it is clear that variety

V3 is the highest yielder followed by V2, V6, and

so on.

10.10.2 Missing Plot Technique in LSD

For a missing observation in t � t Latin square,

let it be denoted by yijk and let T0, R0, C0, and G0

be the total of available observations (excluding

the missing value) of ith treatment, jth row, kth

column, and all available observations, respec-

tively; then the least square estimate for the

missing value is given by

ŷ ¼ tðT0 þ R0 þ C0Þ � 2G0

ðt� 1Þðt� 2Þ :

Once the estimated value for the missing obser-

vation is worked out, the usual analysis of variance

is taken up with the estimated value of the missing

observation. The treatment sum of squares is to be

corrected by subtracting the upward biased

B ¼ t� 1ð ÞT 0 þ R0 þ C0 � G0½ �2
t� 1ð Þ t� 2ð Þ½ �2 :

The degrees of freedom for both total and

error sum of squares is reduced by one in each

case. The treatment means are compared with the
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mean having missing value using the formula

for standard error of difference as

SEd ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ErMS

t
2þ t

ðt� 1Þðt� 2Þ
� �s

:

Example 10.14. Five varieties of paddy were

tested in LSD for yield. The following is the

layout and responses due to different treatments

with a missing value in variety 3. Estimate the

missing yield and find out which variety is the

best yielder among the varieties of paddy.

V1 10.5 V4 9.5 V5 13.0 V3 14.5 V2 17.5

V4 10.0 V2 16.5 V1 11.0 V5 12.5 V3 13.5

V5 13.5 V3 V4 9.0 V2 17.0 V1 12.0

V3 14.0 V5 12.75 V2 17.6 V1 10.0 V4 10.0

V2 17.9 V1 11.5 V3 14.5 V4 10.5 V5 12.25

Solution. The model for LSD is

yijk ¼ μþ αi þ βj þ γk þ eijk
where i ¼ j ¼ k ¼ 5

yijk ¼ effect due to the ith variety in the jth row

and the kth column

μ ¼ general effect

αi ¼ additional effect due to the ith varietyP
i
αi ¼ 0

βj ¼ additional effect due to the jth rowP
j

βj ¼ 0

γk ¼ additional effect due to the kth columnP
k

γk ¼ 0

eijk ¼ errors that are associated with the ith vari-

ety in the jth row and the kth column and are

i.i.d. N(0, σ2).
The hypotheses to be tested are

H0 : α1 ¼ α2 ¼ α3 ¼ α4 ¼ α5 ,

β1 ¼ β2 ¼ β3 ¼ β4 ¼ β5;

γ1 ¼ γ2 ¼ γ3 ¼ γ4 ¼ γ5
against

H1 : αi’s are not all equal,

βj’s are not all equal,

γk’s are not all equal:

Let the level of significance be α ¼ 0.05.

We shall analyze the data in the following steps:

Make the following two tables from the given

information.

C1 C2 C3 C4 C5 Total ðy0j0Þ Average ð�y0j0Þ
R1 10.5 9.5 13.0 14.5 17.5 65.0 13.0

R2 10.0 16.5 11.0 12.5 13.5 63.5 12.7

R3 13.5 V3 9.0 17.0 12.0 51.5 12.9

R4 14.0 12.75 17.6 10.0 10.0 64.35 12.9

R5 17.9 11.5 14.5 10.5 12.25 66.65 13.3

Total y00kð Þ 65.9 50.25 65.1 64.5 65.25 311

Average �y00kð Þ 13.18 12.563 13.02 12.9 13.05

Varieties

V1 V2 V3 V4 V5

10.5 17.5 14.5 9.5 13

11 16.5 13.5 10 12.5

12 17 y 9 13.5

10 17.6 14 10 12.75

11.5 17.9 14.5 10.5 12.25

Total ðyi00Þ 55 86.5 56.5 49 64

Average ð�yi00Þ 11 17.3 14.125 9.8 12.8

244 10 Analysis of Variance and Experimental Designs



www.manaraa.com

ŷ ¼ X ¼ tðR0 þ C0 þ T0Þ � 2G0

ðt� 1Þðt� 2Þ
¼ 5ð51:5þ 50:25þ 56:5Þ � 2� 311

ð5� 1Þð5� 2Þ ¼ 14:104

where

X ¼ estimate of the missing value

R0 ¼ total of available entries of the row having

the missing observation

T0 ¼ total of available entries of the variety V3

having the missing observation

C0 ¼ total of available entries of the column

having the missing observation

G0 ¼ total of available entries in the whole design

Now, G¼ G0 + X ¼ 311 + 14.104 ¼ 325.104

Total of variety three ¼ 56.5 + X ¼ 70.604

Total of row three ¼ 51.5 + X ¼ 65.604

Total of column two ¼ 50.25 + X ¼ 64.354

Calculate the following quantities:

CF ¼ G2

t� t
¼ 325:1042

5� 5
¼ 4227:704;

TSS ¼
X

Obs:2 � CF ¼ 10:52 þ 9:52 þ � � � þ 10:52 þ 12:252 � 4227:704 ¼ 176.7634,

RSS ¼ 1

5

X5
j¼1

y2
0j0
� CF ¼ 1

5
652 þ 63:52 þ � � � þ 66:652
� �� 4227:704 ¼ 1:151531,

CSS ¼ 1

5

X5
k¼1

y200k � CF ¼ 1

5
65:92 þ 64:3542 þ � � � þ 65:252
� �� 4227:704 ¼ 0:309531,

VSS ¼ 1

5

X5
i¼1

y2
i00
� CF ¼ 1

5
552 þ 86:52 þ 70:6042 þ 492 þ 642
� �� 4227:704 ¼ 170:1305,

ErSS ¼ TSS� RSS� CSS� VSS ¼ 176:7634� 1:151531 � 0:309531� 170:1305 ¼ 5:171792

where TSS, RSS, CSS, VSS, and ErSS are the

total, row, column, variety, and error sum of

squares, respectively.

The upward bias is calculated as follows:

B ¼ G0 � R0 � C0 � ðt� 1ÞT0ð Þ2
ðt� 1Þðt� 2Þ½ �2

¼ 311� 51:5� 50:25� ð5� 1Þ56:3ð Þ2
ð5� 1Þð5� 2Þ½ �2 ¼ 1:948:

Construct the ANOVA table as given below

using the above values:

ANOVA

SOV d.f. SS MS F

Row 4 1.152 0.288 <1

Column 4 0.309 0.077 <1

Variety 4 170.131

Error 11 5.172

Total 23 176.763

Variety

(corrected)

168.182 42.046 64.957

Error 7.120 0.647

The table value of F0.05;4,11 ¼ 3.36. Thus, we

find that the calculated values of F are less than

the corresponding table value, except for variety.

So the tests for row and columns are nonsignifi-

cant. We conclude that neither the row effects

nor the column effects are significant. But the

effects of varieties are significant. So we are to

identify the best variety.

To compare the varietal means involving no

missing value, the CD(0.05) is calculated using

the following formula:

CD0:05ðVarietyÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2�MSE

t

r
� t0:025; err:df:

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2�MSE

5

r
� t0:025;11

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2� 0:647286

5

r
� 2:201 ¼ 1:12;

and

to compare the varietal means with variety 3,

involving missing value, the CD(0.05) is calcu-

lated using the following formula:
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CD0:05ðVarietyÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
MSE

t
2þ t

ðt� 1Þðt� 2Þ
� �s

� t0:025; err:df: ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
MSE

t
2þ t

ðt� 1Þðt� 2Þ
� �s

� t0:025;11

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:647286

5
2þ 5

4� 3

� �s
� 2:201 ¼ 1:231:

Variety Mean yield

V2 17.30

V3 14.12

V5 12.80

V1 11.00

V4 9.80

Comparing the varietal differences with

appropriate CD values, it can be inferred that

all the varieties are significantly different from

each other. Variety V2 is the best yielder, while

variety V4 is the lowest yielder.

10.11 Factorial Experiment

Instead of conducting many single-factor

experiments to fulfill the objectives, a researcher

is always in search of experimental method in

which more than one set of treatments could be

tested or compared. Moreover, if the experi-

menter not only wants to know the level or the

doses of individual factor giving better result but

also wants to know the combination/interaction

of the levels of different factors which is produc-

ing the best result, factorial experiment is the

answer. For example, an experimenter may be

interested to know not only the best dose of

nitrogen, phosphorus, and potassium but also

the best dose combination of these three essential

plant nutrients to get the best result in guava.

This can be done by designing his experiment

in such a way that the best levels of all these three

factors, N, P, and K, can be identified along with

the combination of N, P, and K to get the best

result. Factorial experiments are the methods

for inclusions of more than one factor to be

compared for their individual effects as well as

interaction effects in a single experiment. The

essential analysis of factorial experiments is

accomplished through two-way analysis of vari-

ance, as already discussed and other methods.

Factors

A factor is a group of treatments. In a factorial

experiment different varieties may form a factor

and different doses of nitrogen or different irriga-

tion methods may form other factors in the same

experiment. Here variety, nitrogen (irrespective

dose), and irrigation schedule (irrespective of

types) are the factors of the experiment.

Levels of Factors

Different components of a factor are known as

the levels of the factor. Different varieties under

the factor variety form the level of the factor

variety; similarly doses of nitrogen, types of irri-

gation, etc., are the levels of the factors nitrogen,

irrigation, etc., respectively.

10.11.1 m � n Factorial Experiment

The dimension of a factorial experiment is

indicated by the number of factors and the num-

ber of levels of each factor. Thus, a 3 � 4 facto-

rial experiment means an experiment with

2 factors, one with 3 levels and another with 4

levels.

Let us assume that an m� n experiment is

conducted in a randomized block design with r
replication. So there would be two factors: the

first factor is having m levels and the second

factor is having n levels and, all together, m� n
treatment combinations in each replication.

Thus, the model for the design can be presented

as yijk ¼ μþ αi þ βj þ αβð Þij þ γk þ eijk

where i ¼ 1, 2, . . ., m; j ¼ 1, 2, . . ., n; k ¼ 1,

2, . . ., r
yijk ¼ response in the kth observation due to the

ith level of the first factor A and the jth level

of the second factor B

μ ¼ general effect

αi ¼ additional effect due to the ith level of first

factor A,
P

αi ¼ 0
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βj ¼ additional effect due to the jth level of B,P
βj ¼ 0

αβð Þij ¼ interaction effect of the ith level of

the first factor and the jth level of B,P
i

αβð Þij ¼
P
j

αβð Þij ¼ 0

γk ¼ additional effect due to the kth replicate,P
γk ¼ 0

eijk ¼ error component associated with the

ith level of the first factor and the jth level of

B in kth replicate and eijk ~ i.i.d. N(0, σ2)
We have the following hypotheses for m � n

factorial experiment in RBD to be tested:

H01 : α1 ¼ α2 ¼ . . . ¼ αi ¼ . . . ¼ αm ¼ 0;

H02 : β1 ¼ β2 ¼ . . . ¼ βj ¼ . . . ¼ βn ¼ 0;

H03 : γ1 ¼ γ2 ¼ . . . ¼ γk ¼ . . . ¼ γr ¼ 0;

H04 : All αβð Þijs are equal

against the alternative hypotheses

H11 : All α’s are not equal,

H12 : All β’s are not equal,

H13 : All γ’s are not equal,

H14 : All ðαβÞ’s are not equal:

Let the level of significance be 0.05.

We calculate the following quantities from the

table:

Grand total ðGÞ ¼
Xm
i¼1

Xn
j¼1

Xr

k¼1

yijk

Correction factor CFð Þ ¼ G2

mnr

TSS ¼
Xm
i¼1

Xn
j¼1

Xr

k¼1

y2ijk � CF

RSS ¼ 1

mn

Xr

k¼1

y2ook � CF;

where y00k ¼
Xm
i

Xn
j

yijk ¼ kth replication total:

Let us make the following table for calculating

other sums of squares (Tables 10.15 and 10.16).

TrSS ¼ 1

r

Xm
i¼1

Xn
j¼1

y2ij0 � CF;

where yij0 ¼
Xr

k¼1

yijk

ErSS ¼ TSS� RSS� TrSS;

SS Að Þ ¼ 1

nr

Xm
i¼1

y2i00 � CF

SS Bð Þ ¼ 1

mr

Xn
j¼1

y20j0 � CF;

SS ABð Þ ¼ TrSS� SSðAÞ � SSðBÞ

If the cal. F (for A) > F0.05;(m�1), (r�1)(mn�1)

then H01 is rejected. This means the main effects

Table 10.14 Plot-wise observations from factorial RBD experiment

B Replication 1 Replication 2 Replication r

A b1 b2 . . .bj. . . bn b1 b2 . . .bj. . . bn . . . b1 b2 . . .bj. . . bn

a1 y111 y121 y1j1 y1n1 y112 y122 y1j2 y1n2 . . . y11r y12r y1jr y1nr
a2 y211 y221 y2j1 y2n1 y212 y222 y2j2 y2n2 . . . y21r y22r y2jr y2nr
. . . . . .. . .

: : : . . .. . .

: : : . . .. . .

ai yi11 yi21 yij1 yin1 yi12 yi22 yij2 yin2 yi1r yi2r yijr yinr
: : : :

: : : :

am ym11 ym21 ymj1 ymn1 ym12 ym22 ymj2 ymn2 ym1r ym2r ymjr ymnr

10.11 Factorial Experiment 247



www.manaraa.com

due to factor A are not all equal to zero. Similarly

H02, H03, and H04 are rejected if the calculated

value of F > table value of F0.05 with

corresponding d.f. If the main effects and/or the

interaction effects are significant, then we calculate

the critical difference (CD)/least significant differ-

ence (LSD):

LSD Að Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ErMS

r � n

r
� tα=2; err:d:f

LSD Bð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ErMS

r � m

r
� tα=2; err:d:f

LSD ABð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
ErMS

r

r
� tα=2; err:d:f :

Note: The m� n factorial experiment can also be

conducted in a basic CRD or LSD if situation

permits.

Example 10.15. The following table gives the

yield (q/ha) of rice from an experiment conducted

with four doses of nitrogen under three spacing

treatments using RBD with three replications.

Find out the best dose of nitrogen, spacing, and

interaction of these two factors to yield maximum.

Table 10.15 Table of A � B treatment totals over the replications

b1 b2 . . .. . .. . .bj. . .. . .. bn Total

a1 Pr
k¼1

y11k
Pr
k¼1

y12k
Pr
k¼1

y1jk
Pr
k¼1

y1nk
y100

a2 Pr
k¼1

y21k
Pr
k¼1

y22k
Pr
k¼1

y2jk
Pr
k¼1

y2nk
y200

. . . . . .. . .. . .. . .. . .. . .

: : : ::::::::::::::::::::::

: : : ::::::::::::::::::::::

ai Pr
k¼1

yi1k
Pr
k¼1

yi2k
Pr
k¼1

y2jk
Pr
k¼1

y2nk
yi00

: : : : :

: : : : :

am Pr
k¼1

ym1k
Pr
k¼1

ym2k
Pr
k¼1

ymjk
Pr
k¼1

ymnk
ym00

Total y010 y020 y0j0 y0n0 y000

Table 10.16 Analysis of variance table for FRBD with two factorsThe structure of analysis of variance table is as

follows:

SOV d.f. SS MS F

Replication r � 1 RSS RMS ¼ RSS/(r � 1) RMS/ErMS

Factor A m � 1 ASS AMS ¼ ASS/(m � 1) AMS/ErMS

Factor B n � 1 BSS BMS ¼ BSS/(n � 1) BMS/ErMS

Interaction (A � B) (m � 1)(n � 1) ABSS ABMS ¼ ABSS/(m � 1)(n � 1) ABMS/ErMS

Error (r � 1)(mn � 1) ErSS ErMS ¼ ErSS/(r � 1)(mn � 1)

Total mnr � 1 TSS

R1 R2 R3

Nitrogen S1 S2 S3 S1 S2 S3 S1 S2 S3

N1 13.50 16.00 15.20 14.00 16.00 15.00 14.50 15.50 14.80

N2 14.80 16.50 15.80 15.20 16.80 15.20 16.00 16.20 15.50

N3 14.00 15.20 14.80 13.80 15.50 14.30 13.50 14.80 14.50

N4 13.70 15.80 15.00 14.50 15.70 14.80 15.00 15.20 14.70
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Solution. From the given information it is clear

that the experiment is an asymmetrical (4 � 3)

factorial experiment conducted in randomized

block design, so the appropriate statistical

model for the analysis will be

yijk ¼ μþ αi þ βj þ γk þ αβð Þij þ eijk, where

i ¼ 4; j ¼ 3; k ¼ 3

yijk ¼ response in the kth replicate due to the

ith level of the first factor (variety) and the

jth level of the second factor (seed rate)

μ ¼ general effect

αi ¼ additional effect due to the ith level of the

first factor (nitrogen),
P

αi ¼ 0

βj ¼ additional effect due to the jth level of the

second factor (spacing),
P

βj ¼ 0

γk ¼ additional effect due to the kth replicate,P
γk ¼ 0

αβð Þij ¼ interaction effect of the ith level of the

first factor (nitrogen) and the jth level of

the second factor (spacing),
P
i

αβð Þij ¼P
j

αβð Þij ¼ 0

eijk ¼ error component associated with the ith

level of the first factor (nitrogen), the jth

level of the second factor (spacing), and the

kth replicates and eijk ~ N(0, σ2)
Hypothesis to Be Tested

H0 : α1 ¼ α2 ¼ α3 ¼ α4 ¼ 0;

β1 ¼ β2 ¼ β3 ¼ 0;

γ1 ¼ γ2 ¼ γ3 ¼ 0;

All αβð Þij’s are equal

against

α’s are not all equal;

βj’s are not all equal;

γ’s are not all equal;

All αβð Þij’s are not equal:

Let the level of significance be 0.05.

From the given data table, let us calculate the

following quantities:

Grand total GTð Þ ¼
X4
i¼1

X3
j¼1

X3
k¼1

yijk ¼ 541:300

Correction factor CFð Þ ¼ GT2

4:3:3
¼ 541:32

36
¼ 8139:047

TSS ¼
X4
i¼1

X3
j¼1

X3
k¼1

y2ijk � CF

¼ 8162:810� 8139:047 ¼ 23:763

RSS ¼ 1

v:s

X3
k¼1

y2
ijk
� CF

¼ 180:32 þ 180:82 þ 180:22

12
� 8139:047

¼ 0:017

From the above table first let us form the

following table and from the table get the

following quantities:

TrSS¼ 1

3

X4
i¼1

X3
j¼1

y2ij0�CF

¼ 422þ47:52þ45:02þ�� �þ45:52þ43:62

3

�8139:047
¼ 20:296

Table of totals

Spacing

Nitrogen

N1 N2 N3 N4 Total Average

S1 42.0 46.0 41.3 43.2 172.5 14.4

S2 47.5 49.5 45.5 46.7 189.2 15.8

S3 45.0 46.5 43.6 44.5 179.6 15.0

Total 134.5 142.0 130.4 134.4

Average 14.9 15.8 14.5 14.9
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ErSS ¼ TSS� TrSS� RSS ¼ 23:763� 20:296� 0:017 ¼ 3:449

SS ðNitrogenÞ ¼ 1

3:3

X4
i¼1

y2i00 � CF ¼ 134:52 þ 142:02 þ 130:42 þ 134:42

9
� 8139:047 ¼ 7:816

SS ðSpacingÞ ¼ 1

4:3

X3
j¼1

y20j0 � CF ¼ 172:52 þ 189:22 þ 179:62

12
� 8139:047 ¼ 11:70

SS ðNSÞ ¼ TrSS� SS ðNitrogenÞ � SS ðSpacingÞ ¼ 20:296� 7:816� 11:706 ¼ 0:773

Now we make the following analysis of variance table with the help of the above quantities:

It is clear from the above table that all the

effects of variety as well as the spacing are sig-

nificant at 1% level of significance. But the rep-

lication interaction effects of nitrogen and

spacing are not significant even at 5% (desired

level of significance) level of significance.

To find out which dose of nitrogen and which

spacing have maximum yield potentiality, we are

to calculate the critical difference values for

nitrogen and spacing effects separately using

the following formulae:

CD0:01 Nitrogenð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ErMS

r:s

r
t0:005; err:d:f

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2� 0:157

3� 3

r
2:819 ¼ 0:527;

CD0:01 Spacingð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ErMS

r:n

r
t0:005; err:d:f

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2� 0:157

3� 4

r
2:819 ¼ 0:456:

Table of averages

Yield (q/ha)

Variety

N2 15.78

N1 14.94

N4 14.93

N3 14.49

Seed rate

S2 15.77

S3 14.97

S1 14.38

Nitrogen N2 has recorded significantly the

highest yield compared to other doses of nitro-

gen. The difference of means between any two

varieties for the rest three varieties (N1, N3, N4)

is not greater than the critical difference value;

they are statistically at par. There exists no

significant difference among the nitrogen doses

N1, N3, and N4. On the other hand, spacing S2

is the best plant density for getting maximum

yield of paddy followed by S3 and S1. So far

ANOVA

Table value of FSOV d.f. MS MS F-ratio

Replication 3 � 1 ¼ 2 0.017 0.009 0.055 F0:05;2;22 ¼ 3:44 F0:01;2;22 ¼ 5:72

Treatment 12 � 1 ¼ 11 20.296 1.845 11.768 F0:05;11;22 ¼ 2:27 F0:01;11;22 ¼ 3:19

Nitrogen 4 � 1 ¼ 3 7.816 2.605 16.617 F0:05;3;22 ¼ 3:05 F0:01;3;22 ¼ 4:82

Spacing 3 � 1 ¼ 2 11.707 5.854 37.333 F0:05;2;22 ¼ 3:44 F0:01;2;22 ¼ 5:72

NS 3 � 2 ¼ 6 0.773 0.129 0.821 F0:05;6;22 ¼ 2:55 F0:01;6;22 ¼ 3:76

Error 35 � 2 � 11 ¼ 22 3.449 0.157

Total 36 � 1 ¼ 35 23.763
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about the interaction effect of nitrogen and

spacing is concerned, no significant difference

is recorded among the different treatment

combinations.

The above analysis can also be done using
SAS statistical software. The following few slides

present the data entry, the command syntax, and
the output for the same:

Slide 10.30: Step 1 showing data entry for two-factor factorial RBD analysis using SAS

Slide 10.31: Step 2 showing portion of data entry and commands for two-factor factorial RBD analysis using SAS
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Slide 10.32: Step 3 showing portion of output for two-factor factorial RBD analysis using SAS

Slide 10.33: Step 3 showing portion of output for two-factor factorial RBD analysis using SAS
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10.11.2 m � n � p Factorial
Experiment

In an m � n � p three-factor factorial experi-

ment, three factors are tested of which the first,

second, and third factors are at m, n, and p levels,

respectively; the efficacy of levels of different

factors separately and the interactions of the

levels of different factors are worked out. A

three-factor factorial experiment can be designed

in a CRD, RBD, or LSD fashion. But the problem

with LSD is that even at the lowest level of three-

factor factorial experiment, that is, 23 factorial

experiment, we require to get a plot of 8 � 8

experimental area, and any factor having a level

more than two in a three-factor factorial experi-

ment requires at least a plot of 12� 12 number of

experimental units. In reality most of the times, it

becomes difficult to get such a plot and impossi-

ble when the levels of any factor increase beyond

this three-level limit. Thus, three-factor and

more-than-three-factor factorial experiments are

generally conducted in CRD or RBD design.

Let us take the following examples of 2 � 3 � 4

FRBD.

Example 10.16. The following table gives the

yield (q/ha) from a field experiment of paddy

with three doses of phosphate fertilizer and four

doses of nitrogen in two types of irrigation in a

randomized block design. Analyze the data to

find out the best dose of phosphate, the best

dose of nitrogen, the best irrigation, and the

best interaction effects among the factors.

Solution. The experiment is an asymmetrical

(2 � 3 � 4) factorial experiment conducted in

randomized block design, so the appropriate

statistical model for the analysis will be

yijkl ¼ μþ αi þ βj þ αβð Þij þ γk þ ðαγÞikþ
ðβγÞjk þ ðαβγÞijk þ δl þ eijkl, where i ¼ 2;

j ¼ 3; k ¼ 4; l ¼ 3

yijkl ¼ response in the lth replicate due to the ith

level of irrigation, the jth level of phosphate,

and the kth level of nitrogen

μ ¼ general effect

Slide 10.34: Step 3 showing portion of output for two-factor Factorial RBD analysis using SAS
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αi ¼ additional effect due to the ith level of

irrigation,
P

αi ¼ 0

βj ¼ additional effect due to the jth level of

phosphate,
P

βj ¼ 0

γk ¼ additional effect due to the kth level of

nitrogen,
P

γk ¼ 0

αβð Þij ¼ interaction effect of the ith level of irri-

gation and the jth level of phosphate,P
i

αβð Þij ¼
P
j

αβð Þij ¼ 0

αγð Þik ¼ interaction effect of the ith level of

irrigation and the kth level of nitrogen,P
i

αγð Þik ¼
P
k

αγð Þik ¼ 0

βγð Þjk ¼ interaction effect of the jth level of

phosphate and the lth level of nitrogen,P
j

βγð Þjk ¼
P
k

βγð Þjk ¼ 0;

αβλð Þijk ¼ interaction effect of the ith level of

irrigation, the jth level of phosphate, and

the kth level of nitrogen,
P
i

αβλð Þijk ¼P
j

αβλð Þijk ¼
P
k

αβλð Þijk ¼ 0

δl ¼ additional effect due to the lth replication,P
δl ¼ 0

eijkl ¼ error component associated with the lth

replicate due to the ith level of irrigation and

the jth level of phosphate and the kth level of

nitrogen and eijkl ~ i.i.d. N(0, σ2)
Hypothesis to Be Tested

H0 : α1 ¼ α2 ¼ 0;

β1 ¼ β2 ¼ β3 ¼ 0;

γ1 ¼ γ2 ¼ γ3 ¼ γ4 ¼ 0;

δ1 ¼ δ2 ¼ δ3 ¼ 0;

All interaction effects ¼ 0 against

H1 : All α’s are not equal,

All β’s are not equal,

All γ’s are not equal,

All δ’s are not equal;

All interaction effects are not equal.

Let the level of significance be 0.05.

From the given data table, let us calculate the

following quantities:

Grand total GTð Þ ¼
X2
i¼1

X3
j¼1

X4
k¼1

X3
l¼1

yijkl ¼ 1331:4

Correction factor CFð Þ ¼ GT2

2:3:4:3
¼ 1331:42

72

¼ 24619:805

TSS ¼
X2
i¼1

X3
j¼1

X4
k¼1

X3
l¼1

y2
ijkl
� CF ¼ 461:767

RSS ¼ 1

m:n:p

X3
l¼1

y2
000l

� CF

¼ 446:62 þ 442:22 þ 442:22

24
� 24619:805

¼ 0:500:

From the above table first let us form the

following tables and from the table get the fol-

lowing quantities:

Table of totals for irrigation � nitrogen

Nitrogen

Irrigation

I1 I2 Total Average

N0 156.800 177.000 333.800 18.544

N1 153.650 172.600 326.250 18.125

N2 168.700 185.900 354.600 19.700

N3 145.900 170.800 316.700 17.594

Total 625.050 706.300

Average 17.363 19.619

Table of totals for irrigation � phosphate

Phosphate

Irrigation

I1 I2 Total Average

P1 238.350 265.500 503.850 20.994

P2 195.000 218.500 413.500 17.229

P3 191.700 222.300 414.000 17.250

Total 625.050 706.300

Average 17.363 19.619

SS ðIrrigationÞ ¼ 1

n:p:r

X2
i¼1

y2
iooo

� CF

¼ 625:052 þ 706:32

3:4:3

� 24619:805
¼ 91:688
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SS ðPhosphateÞ ¼ 1

m:p:r

X3
j¼1

y2
ojoo

� CF ¼ 503:852 þ 413:52 þ 414:02

2:4:3
� 24619:805 ¼ 225:505

SS ðI� PÞ ¼ 1

n:r

XX
y2
ij00

� CF� SS ðVÞ � SS ðSÞ

¼ 238:352 þ 265:52 þ 195:02 þ 218:52 þ 191:72 þ 222:32

4:3
� 24619:805� 225:505� 91:688 ¼ 1:050:

Table of totals for phosphate � nitrogen

Table totals for irrigation � phosphate � nitrogen (treatments)

SS ðNitrogenÞ ¼ 1

m:n:r

X4
k¼1

y2
00k0

� CF ¼ 333:802 þ 326:252 þ 354:602 þ 316:702

2:3:3
� 24619:805 ¼ 43:241

SS ðI� NÞ ¼ 1

n:r

X2
i¼1

X4
k¼1

y2
i0k0

� CF� SS ðIÞ � SS ðNÞ

¼ 156:82 þ 177:02 þ 153:652 þ � � � þ 145:92 þ 170:82

3:3
� 24619:805� 91:688� 43:241 ¼ 1:811:

SSðP� NÞ ¼ 1

m:r

X3
j¼1

X4
k¼1

y2
0jk0

� CF� SS ðPÞ � SS ðNÞ

¼ 123:62 þ 101:42 þ 108:82 þ � � � þ 99:42 þ 108:12

2:3
� 24619:805� 225:505� 43:241 ¼ 88:368:

SS ðI� P� NÞ ¼ 1

r

X2
i¼1

X3
j¼1

X4
k¼1

y2
0jk0

� CF� SS ðIÞ � SS ðPÞ � SS ðNÞ � SS ðIPÞ � SS ðINÞ � SS ðPNÞ

¼ 58:72 þ 47:72 þ 50:42 þ � � � þ 52:72 þ 59:22

3
� 24619:805� 91:688� 225:505� 43:241

� 1:05� 1:81� 88:368 ¼ 1:324,

SS Errorð Þ : TSS� RSS� SS Ið Þ � SS Pð Þ � SS Nð Þ � SS IPð Þ � SS INð Þ � SS PNð Þ � SS IPNð Þ
¼ 461:767� 0:500� 91:688� 225:505� 43:241� 1:050� 1:811� 88:368� 1:324 ¼ 8:278:

I1 I2

Total AverageP1 P2 P3 P1 P2 P3

N0 58.700 47.700 50.400 64.900 53.700 58.400 333.800 18.544

N1 62.250 49.200 42.200 68.300 56.100 48.200 326.250 18.125

N2 67.100 51.400 50.200 73.400 56.000 56.500 354.600 19.700

N3 50.300 46.700 48.900 58.900 52.700 59.200 316.700 17.594

Total 238.350 195.000 191.700 265.500 218.500 222.300

Average 19.863 16.250 15.975 22.125 18.208 18.525

Nitrogen

Phosphate

P1 P2 P3 Total Average

N0 123.600 101.400 108.800 333.800 18.544

N1 130.550 105.300 90.400 326.250 18.125

N2 140.500 107.400 106.700 354.600 19.700

N3 109.200 99.400 108.100 316.700 17.594

Total 503.850 413.500 414.000

Average 20.994 17.229 17.250
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Now using the above values, we frame the

following ANOVA table:

From the above table we have all the effects

except for replication, irrigation � phosphate,

and irrigation � phosphate � nitrogen inter-

action significant at 5% level of significance.

Moreover, the main effects of all the factors and

the interaction effect of phosphate and nitrogen

are significant even at 1% level of significance.

Now, we are to find out the levels of different

factorswhich are significantly different fromothers

and also the best level of each factor. For the pur-

pose we are to calculate the critical difference

values for irrigation, phosphate, nitrogen, and inter-

action effects of irrigation � nitrogen and phos-

phate � nitrogen using the following formulae:

LSDð0:05Þfor irrigation ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2� ErMS

npr

s
� tα

2
;error d:f: ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2� 0:180

3:4:3

r
� t0:025;46:

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2� 0:180

3:4:3

r
2:016 ¼ 0:2016

LSDð0:05Þfor phosphate ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2� ErMS

mpr

s
� tα

2
;error d:f: ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2� 0:180

2:4:3

r
� t0:025;46:

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2� 0:180

2:4:3

r
2:016 ¼ 0:247

LSDð0:05Þfor nitrogen ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2� ErMS

mnr

r
� tα

2
;error d:f: ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2� 0:180

2:3:3

r
� t0:025;46:

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2� 0:180

2:3:3

r
2:016 ¼ 0:2851

LSDð0:05Þfor irrigation� nitrogen ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2� ErMS

nr

r
� tα

2
;error d:f: ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2� 0:180

3:3

r
� t0:025;46:

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2� 0:180

3:3

r
2:016 ¼ 0:403

LSDð0:05Þfor phosphate� nitrogen ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2� ErMS

mr

r
� tα

2
;error d:f: ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2� 0:180

2:3

r
� t0:025;46:

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2� 0:180

2:3

r
2:016 ¼ 0:4938

SOV d.f. SS MS F-ratio

Table value of F at

p ¼ 0.05 p ¼ 0.01

Replication 2 0.500 0.250 1.389 3.21 5.12

Irrigation 1 91.688 91.688 509.487 4.07 7.25

Phosphate 2 225.505 112.753 626.536 3.21 5.12

I � P 2 1.050 0.525 2.919 3.21 5.12

Nitrogen 3 43.241 14.414 80.094 2.83 4.26

I � N 3 1.811 0.604 3.355 2.83 4.26

P � N 6 88.368 14.728 81.839 2.22 3.23

I � P � N 6 1.324 0.221 1.226 2.22 3.23

Error 46 8.278 0.180

Total 71 461.767
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Table of means

Yield (q/ha) LSD(0.05)

Irrigation

I2 19.619 0.2016
I1 17.363
Phosphate

P1 20.994 0.247
P3 17.250
P2 17.229

Nitrogen

N2 19.700 0.2851
N0 18.544
N1 18.125
N3 17.594

Irrigation � nitrogen(I � N)

I2N2 20.656 0.403
I2N0 19.667
I2N1 19.178
I2N3 18.978
I1N2 18.744
I1N0 17.422
I1N1 17.072
I1N3 16.211

Phosphate � nitrogen (P � N)

P1N2 23.417 0.494
P1N1 21.758
P1N0 20.600
P1N3 18.200
P3N0 18.133
P3N3 18.017
P2N2 17.900
P3N2 17.783
P2N1 17.550
P2N0 16.900
P2N3 16.567
P3N1 15.067

From the above table we have the following

conclusions:

1. I2 irrigation is significantly better than the I1

irrigation.

2. Phosphate P1 is the best one and P2 and P3 are

statistically at par.

3. All the doses of nitrogen are significantly

different from each other and the best dose

of nitrogen is N2.

4. Among the interaction effects of irrigation

and nitrogen, I2N2 is the best followed by

I2N0 and so on.

5. Among the interaction effects of variety and

nitrogen, P1N2 is the best followed by P1N1,

P1N0, and so on.

10.12 Incomplete Block Design

As the number of factors or levels of factors or

both increase, the number of treatment combina-

tion increases, and it becomes very difficult to

accommodate all the treatments in a single block.

As a result the idea of incomplete blocks comes

under consideration. Each replication is now

being constituted of a number of blocks which

can accommodate a part of the total treatments.

Thus, the blocks are incomplete in the sense

that they do not contain/accommodate all the

treatments in each of them. In the process a

complete block equivalent to a complete replica-

tion changes to a replication of number of incom-

plete blocks. Thus, in an incomplete block

design, blocks are no longer equivalent to

replication.

10.12.1 Split Plot Design

The simplest of all incomplete block designs

involving two factors is the split plot design.

In field experiment certain factors like type of

irrigation, tillage, drainage, and weed manage-

ment require comparatively larger size of plots

for convenience of the treatments compared to

the other factors. Thus, factorial experiments

involving these factors along with other factors

require different sizes of experimental plots in

the same experiment. In split plot design, each

and every replication is divided into the number

of blocks as the number of levels of the factors

requiring higher plot size and lesser precision,

the main plot factor. Each and every block is

constituted of as many numbers of experimental

units as the levels of the other factors which

require lesser plot size compared to the main plot

factor and higher precision. The subplot effects

and the interaction effects of subplot factors are

more precisely estimated in split plot design com-

pared to the main plot effects.
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Layout and Randomization
The step-by-step procedure for layout of an

m�n factorial experiment conducted in split plot

design with r replication is given as follows:

Step 1: Divide the whole experimental area into r
replications considering the field condition and

local situation.

Step 2: Divide each and every replication into m
number of blocks (main plot) of equal size and

homogeneity.

Step 3: Divide each and every main plot into n
number of experimental units of equal size.

Step 4: Randomly allocate the m levels of main

plot factor into m main plots of each and every

replication separately.

Step 5: The n levels of subplot factor is randomly

allocated to n subplots of each and every m main

plot factor.

Step 6: Continue the procedure in step 2 to step 5

for r replications separately.

Analysis

The appropriate model split plot experiment

with m levels of main plot factors and n levels

of subplot factors in r replications is yijk ¼
μþ γi þ αj þ eij þ βk þ υjk þ e

0
ijk

where i ¼ 1, 2, . . ., r; j ¼ 1, 2, . . ., m; k ¼ 1,

2, . . ., n
μ ¼ general effect

γi ¼ additional effect due to the ith replication

αj ¼ additional effect due to the jth level of main

plot factor A and
Pm
j¼1

αj ¼ 0

βk ¼ additional effect due to the kth level of

subplot factor B and
Pn
k¼1

βk ¼ 0

υjk ¼ interaction effect due to the jth level of

main plot factor A and the kth level of subplot

factor B and

X
j

υjk ¼
X
k

υjk ¼ 0

for all k for all j

eij (error I) ¼ associated with the ith replication

and the jth level of main plot factor and eij ~ i.

i.d. N(0, σ2m)

e
0
ijk
(error II) ¼ error associated with the ith rep-

lication, the jth level of main plot factor, and

the kth level of subplot factor and e0ijk ~ i.i.d.

N(0, σ2s )
Hypothesis to Be Tested

H0 : γ1 ¼ γ2 ¼ � � � ¼ γi ¼ � � � ¼ γr ¼ 0;

α1 ¼ α2 ¼ � � � ¼ αj ¼ � � � ¼ αm ¼ 0;

β1 ¼ β2 ¼ � � � ¼ βk ¼ � � � ¼ βn ¼ 0;

υ11 ¼ υ12 ¼ � � � ¼ υjk ¼ � � � ¼ υmn ¼ 0:

R1 ……………  Rr 1   2 …………. m−1, m

1 ……………

Experimental area Experimental area divided
into r replications

Each replication divided
in to m main plots

1
2
:
:

n

Main plot divided into n subplots Replication divided
in to m main and n subplots

a

d e

b c
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H1 : γ’s are not all equal,

α’s are not all equal,

β’s are not all equal,

υ’s are not all equal:

Let the level of significance be 0.05

(Table 10.17).

The step-by-step procedure for the computa-

tion of different sums of squares and mean sum

of squares is given as follows:

1. Grand total ¼ Pr
i¼1

Pm
j¼1

Pn
k¼1

yijk ¼ GT:

2. Correction factor ðCFÞ ¼ GT2

mnr :

3. Total MS ¼ Pr
i¼1

Pm
j¼1

Pn
k¼1

y2ijk � CF:

4. Work out the sum of squares due to the main

plot factor and the replication. For the pur-

pose, the following table of totals is required

to be framed (Table 10.18):

where yij0 ¼
Pn
k¼1

yijk

TSS (Table 10.18) ¼ 1
n

Pr
i

Pm
j

y2ij0 � CF,

Replication SS ¼ 1
mn

Pr
i¼1

y2i00 � CF,

SS(A) ¼ 1
nr

Pm
j¼1

y20j0 � CF, SS Error I ¼ TSS

ðTable 10:18Þ � RSS� SSðAÞ.
5. Work out the sum of squares due to the sub-

plot factor and interaction. For the purpose,

the following table of totals is required to the

formed (Table 10.19):

Note: In both tables the totals for main factor

A at different levels will be the same.

TSS ðTable 10:19Þ ¼ 1

r

Xm
j¼1

Xn
k¼1

y20jk � CF;

SS Bð Þ ¼ 1

mr

Xn
k¼1

y200k � CF

SS ABð Þ ¼ TSS ðTable 10:19Þ � SS ðAÞ
� SS ðBÞ; SS Error IIð Þ

¼ TSS� RSS� SS Að Þ
� SS Error Ið Þ � SS Bð Þ � SS ABð Þ:

Mean sum of squares is calculated by dividing

the sum of squares by the corresponding

degrees of freedom.

Table 10.17 ANOVA for split plot design

SOV d.f. MS MS F-ratio Table value of F

Replication r � 1 RMS RMS RMS/Er.MS I

Main plot factor(A) m � 1 MS(A) MS(A) MS(A)/Er.MS I

Error I (r � 1) (m � 1) Er.MS(I) Er.MS I

Subplot factor(B) (n � 1) MS(B) MS(B) MS(B)/Er.MS II

Interaction (A � B) (m � 1) (n � 1) MS(AB) MS(AB) MS(AB)/Er.MS II

Error II m (n � 1) (r � 1) Er.MS II Er.MS II

Total mnr � 1

Table 10.18 Table totals for main plot � replication

a1 a2 . . .. . . aj . . .. . . am Total Mean

R1 y110 y120 . . .. . . y1j0 . . .. . . y1m0 y100 �y100
R2 y210 y220 . . .. . . y2j0 . . .. . . y2m0 y200 �y200
: : : : : : : :

Ri yi10 yi20 . . .. . . yij0 . . .. . . yim0 yi00 �yi00
: : : : : : : :

Rr yr10 yr20 . . .. . . yrj0 . . .. . . yrm0 yr00 �yr00
Total y010 y020 . . .. . . y0j0 . . .. . . y0m0 y000 �y000
Mean �y010 �y020 �y0j0 �y0m0

260 10 Analysis of Variance and Experimental Designs



www.manaraa.com

6. F-ratio for replication and main plot factors

are obtained by comparing the respective

mean sum of squares against mean sum of

squares due to error I. On the other hand,

the F-ratios corresponding to subplot factor

and the interaction effects are worked out

by comparing the respective mean sum of

squares against the mean sum of squares due

to error II.

7. Calculated F-ratios are compared with

tabulated value of F at appropriate level of

significance and degrees of freedom.

8. Once the F-test becomes significant, the next

task will be to estimate the standard errors

(SE) for different types of comparison as

given below:

(a) LSD for difference between two replica-

tion means ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
2ErMS-I

mn

q
� tα

2
;error�I d:f:.

(b) LSD for difference between two main plot

treatment

means ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
2ErMS-I

rn

q
� tα

2
;error�I d:f:.

(c) LSD for difference between two subplot

treatment

means ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ErMS-II

rm

q
� tα

2
;error�II d:f:.

(d) LSD for difference between two subplot

treatment means at the same level of main

plot treatment ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
2ErMSII

r

q
� tα

2
;errorII d:f:.

(e) SE for difference between two main plot

treatment means at the same or different

levels of subplot treatment ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2½ðn�1ÞErMS-IIþErMS-I�

rn

q
, but the ratio of the

treatment mean difference and the above

SE does not follow t distribution. An

approximate value of t is given by

t ¼ t1ErMS-Iþt2ðn�1ÞErMS-II
ErMS-Iþðn�1ÞErMS-II , where t1 and t2

are tabulated values at error I and error

II degrees of freedom, respectively, at

the chosen significance level and the

corresponding CD value could be

CDα ¼ SEd � tðcalÞ.

Example 10.17. Three different methods of till-

age and four varieties were tested in a field

experiment using split plot design with tillage

as main plot factor and variety as subplot factor.

Yield (t/ha) are recorded from the individual

plots and given below. Analyze the data and

draw your conclusion.

Table 10.19 Table totals for main plot � subplot

b1 b2 . . .. . . bk . . .. . . bn Total Mean

a1 y011 y012 . . .. . . y01k . . .. . . y01n y010 �y010
a2 y021 y022 . . .. . . y02k . . .. . . y02n y020 �y020
: : : : : : : :

aj y0j1 y0j2 . . .. . . y0jk . . .. . . y0jn y0j0 �y0j0

: : : : : : : :

am y0m1 y0m2 . . .. . . y0mk . . .. . . y0mn y0m0 �y0m0
Total y001 y002 . . .. . . y00k . . .. . . y00n y000 �y000
Mean �y001 �y002 �y00k �y00n

Tillage Tillage 1 Tillage 2 Tillage 3

Variety V1 V2 V3 V4 V1 V2 V3 V4 V1 V2 V3 V4

Rep -1 8.7 9.1 7.8 7.2 9.5 12.6 11.2 9.8 7.5 9.5 8.2 7.9

Rep -2 8.6 9.2 7.9 7.3 9.4 12.5 11 9.6 7.6 9.8 8.4 8

Rep -3 8.5 9.3 8.2 7.4 9.6 12.3 10.9 10 7.4 9.7 8.5 8.1
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For the above experiment, the appropriate

model is

yijk¼μþ γi þ αj þ eij þ βk þ υjk þ eijk, i ¼ 3,

j ¼ 3, k ¼ 4,

where

μ ¼ general effect

γi ¼ additional effect due to the ith replication

αj ¼ additional effect due to the jth level of main

plot factor, tillage, and
P3
j¼1

αj ¼ 0

βk ¼ additional effect due to the kth level of

subplot factor, variety, and
P4
k¼1

βk ¼ 0

υjk ¼ interaction effect due to the jth level of

main plot factor (tillage) and the kth level

of subplot factor (variety) and
P3
j¼1

υjk ¼
P4
k¼1

υjk ¼ 0

eij (error I) ¼ error associated with the ith

replication and the jth level of tillage and

eij ~ i.i.d. N(0, σ2m)

e
0
ijk
(error II) ¼ error associated with the ith repli-

cation, the jth level of tillage, and the kth level of

subplot factor (variety) and eijk ~ i.i.d. N(0, σ2s )
Hypothesis to Be Tested

H0 : γ1 ¼ γ2 ¼ γ3 ¼ 0;

α1 ¼ α2 ¼ α3 ¼ 0;

β1 ¼ β2 ¼ β3 ¼ β4 ¼ 0;

υ0s are all equal to zero:

H1 : α’s are not all equal,

γ’s are not all equal,

β’s are not all equal,

υ’s are not all equal:

Let the level of significance be 0.05.

Grand total ¼
X3
i¼1

X3
j¼1

X4
k¼1

yijk ¼ GT ¼ 8:7þ 9:1þ � � � þ 8:5þ 8:1 ¼ 328:20

Correction factor ðCFÞ ¼ GT2

mnr
¼ 328:202

3:4:3
¼ 2992:09

Total SS ¼
X3
i¼1

X3
j¼1

X4
k¼1

y2ijk � CF ¼ 8:72 þ 9:12 þþ � � � þ 8:52 þ 8:12 � 2992:09 ¼ 75:87

Table I Table of totals for tillage � replication

Tillage

Replication

R1 R2 R3 Total

T1 32.800 33.000 33.400 99.20

T2 43.100 42.500 42.800 128.40

T3 33.100 33.800 33.700 100.60

Total 109.000 109.300 109.900 328.20

Average 36.3333 36.43333 36.6333

TSS Table 1ð Þ ¼ 1

n

Xr

i¼1

Xm
j¼1

y2ij0 � CF

¼ 45:37

SS ðError IÞ ¼ TSS ðTable IÞ � RSS� SS ðPÞ
¼ 45:37� 45:207� 0:035 ¼ 0:128:

Replication SS ¼ 1

mn

Xr

i¼1

y2i00 � CF

¼ 1

3:4

X3
i¼1

y2i00 � CF

¼ 1092 þ 109:32 þ 109:92

12
� 2992:09

¼0:035

SS ðtillageÞ ¼ 1

nr

Xm
j¼1

y20j0 � CF

¼ 1

4:3

X3
j¼1

y20j0 � CF

¼ 99:22 þ 128:42 þ 100:62

12
� 2992:09

¼ 45:207
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TSS Table IIð Þ ¼ 1

3

Xm
j¼1

X4
k¼1

y0jk � CF ¼ 1

3
25:802 þ � � � þ 24:002
� �� CF

¼ 75:397

SS ðvarietyÞ ¼ 1

mr

Xn
k¼1

y200k � CF ¼ 1

3:3

X4
k¼1

y200k � CF

¼ 76:82 þ 94:02 þ 82:102 þ 75:302

3:3
� 2992:09 ¼ 23:992:

SS ðT� VÞ ¼ TSS ðTable IIÞ � SSðTÞ � SSðVÞ
¼ 75:397� 45:207� 23:992 ¼ 6:198;

ErSS II ¼ TSS� RSS� SS Tð Þ � Er:SS I� SS Vð Þ � SS T� Vð Þ
¼ 75:87� 0:035� 45:207� 23:992� 6:198� 0:128 ¼ 0:310:

F-ratios for replication and tillage are

obtained by comparing the respective mean sum

of squares against mean sum of squares due to

error I. On the other hand, the F-ratios
corresponding to subplot factor and the interac-

tion effects are worked out by comparing the

respective mean sum of squares against the

mean sum of squares due to error II.

It is found that the effects of tillage, variety

and their interaction are significant at both 5%

and 1% level of significance.

So the next task will be to estimate the SEs for

different types of comparison as given below:

1. Standard error for difference between two till-

age means ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
2ErMS-I

rn

q
¼

ffiffiffiffiffiffiffiffiffiffiffiffi
2ð0:032Þ
3�4

q
and the

corresponding LSD value could be

LSDð0:05Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ErMS-I

rn

r
tð0:025Þ; error�I d:f:

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ð0:032Þ
3� 4

r
� 2:776 ¼ 0:2027:

2. Standard error for difference between two

subplot treatment means ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ErMS-II

r:m

q
¼ffiffiffiffiffiffiffiffiffiffiffiffi

2ð0:017Þ
3�3

q
and the corresponding LSD value

could be

LSDð0:05Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ErMS-II

r:m

r
t0:025; error�II d:f:

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ð0:017Þ

3x3

r
� 2:101 ¼ 0:129:

Table II Table of totals for tillage � variety

Tillage

Variety

V1 V2 V3 V4 Total Average

T1 25.80 27.60 23.90 21.90 99.20 8.267

T2 28.50 37.40 33.10 29.40 128.40 10.700

T3 22.50 29.00 25.10 24.00 100.60 8.383

Total 76.80 94.00 82.10 75.30

Average 8.533 10.444 9.122 8.367
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3. Standard error for difference between two tillage

means at the same or different level of subplot

treatment ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2½ðn� 1ÞErMS-IIþ ErMS-I�

rn

r
¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2½ð4� 1Þ 0:017þ 0:032�
3:4

r
¼ 0:1386, but the

ratio of the treatment mean difference and the

above SE does not follow t distribution, and the

approximate value of t is given by

t ¼ t1ErMS-Iþ t2ðn� 1Þ ErMS-II

ErMS-Iþ ðn� 1Þ ErMS-II
¼

ð2:776Þ ð0:032Þ þ ð2:101Þ ð4� 1Þ 0:017
ð0:032Þ þ ð4� 1Þ ð0:017Þ ¼

2:361, where t1 ¼ t0.025,4 value and t2 ¼
t0.025,18 value and the corresponding

CD value could be LSDð0:05Þ ¼ SEd�
tðcalÞ ¼ 0:1386 �2:361 ¼ 0:327.

Table of mean comparison

Average LSD(0.05)

Tillage

T2 10.700 0.2027

T3 8.383

T1 8.267

Variety
V2 10.444 0.129

V3 9.122

V1 8.533

V4 8.367

T � V
T2V2 12.467 0.227

T2V3 11.033 and 0.324

T2V4 9.800

T3V2 9.667

T2V1 9.500

T1V2 9.200

T1V1 8.600

T3V3 8.367

T3V4 8.000

T1V3 7.967

T3V1 7.500

T1V4 7.300

Thus, second tillage is the best, which is

significantly superior to the other two tillages.

The two methods of tillage, namely, T3 and T1,

are statistically at par. So far as the effect of

variety is concerned, maximum yield of ginger

is obtained from variety V2 followed by V3,

V1, and V4. All the varieties are significantly

different from each other with respect to yield

of ginger. The interaction of the method of

tillage and the varieties has significantly dif-

ferent effects from each other; the interac-

tion effects which are not significantly

different have been put under the same lines.

Variety in combination with tillage T2V2 has

produced significantly higher yield than any

other combination, followed by P2V3, P2V4,

and so on.

The above analysis can also be done using

SAS statistical software. The following few slides
present the data entry, command syntax, and the

output for the same:

10.12.2 Strip Plot Design

In split plot design, if both the factors require a

large plot like that in the main plot factor, then it

may not be possible in split plot design. Strip

plot design is the solution. In agricultural field

experimentation with factors like different

methods of irrigation, different methods of pest

control, different methods of mulching, differ-

ent methods of plowing, etc., require larger plot

size for convenience of management. In

experiments involving these factors, strip plot

design may become very useful. In strip plot

design each replication is divided into the num-

ber of horizontal rows and the number of verti-

cal columns equals to the number of levels of

factor 1 and factor 2, respectively, or vice versa.

ANOVA table for 3 � 4 split plot experiment Table value of F

SOV d.f. MS MS F-ratio p ¼ 0.05 p ¼ 0.01

Replication 3 � 1 ¼ 2 0.035 0.018 0.545 6.94 18.00

Main Plot Factor(P) 3 � 1 ¼ 2 45.207 22.603 704.519 6.94 18.00

Error I (3 � 1) (3 � 1) ¼ 4 0.128 0.032

Subplot factor(V) (4 � 1) ¼ 3 23.992 7.997 464.366 3.16 5.09

Interaction (P � V) (3 � 1) (4 � 1) ¼ 6 6.198 1.033 59.978 2.66 4.01

Error II 3 (4 � 1) (3 � 1) ¼ 18 0.310 0.017

Total 3.3.4 � 1 ¼ 35 75.87'
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The factor assigned to the horizontal rows is

called horizontal factor and the factor assigned

to the vertical column is called the vertical
factor. Thus, horizontal factor and vertical fac-

tor always remain perpendicular to each other.

This does not necessarily mean that the shape
and/or size of horizontal strips and vertical

strips will be the same. The smallest plot in

strip plot design is the intersection plot and

in strip plot design, the interaction effects

Slide 10.35: Step 1 showing data entry for split plot data analysis using SAS

Slide 10.36: Step 2 showing a portion of data entry and commands for split plot data analysis using SAS
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Slide 10.37: Step 3 showing a portion of output for split plot data analysis using SAS

Slide 10.38: Step 3 showing a portion of output for split plot data analysis using SAS
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Slide 10.39: Step 3 showing a portion of output for split plot data analysis using SAS

Slide 10.40: Step 3 showing a portion of output for split plot data analysis using SAS
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between the two factors are measured with

higher precision than either of the two factors.

Randomization and Layout

Like split plot design, the randomization and

allocation of the two factors in strip plot design

is done in two steps. First, n horizontal factors

are randomly allocated to n horizontal strips.

Next the m levels of factor B are distributed

among the m vertical strips independently and

randomly. The procedure of randomization is

repeated for each and every replication indepen-

dently. The ultimate layout of an m� n strip

plot design in r replication is given in

(Table 10.20):

Analysis

The analysis of strip plot design is performed in

three steps: (a) analysis of horizontal factor

effects, (b) analysis of vertical factor effects,

and (c) analysis of interaction factor effects.

Statistical Model

yijk ¼ μþ γi þ αj þ eij þ βk þ e0ik þ ðαβÞjk
þ e00ijk

where i ¼ 1, 2, . . ., r; j ¼ 1, 2, . . ., m; k ¼ 1, 2,

. . ., n

μ ¼ general effect

γi ¼ additional effect due to the ith replication

αj ¼ additional effect due to the jth level of

vertical factor A and
Pm
j¼1

αj ¼ 0

βk ¼ additional effect due to the kth level of

horizontal factor B and
Pn
j¼1

βk ¼ 0

ðαβÞjk ¼ interaction effect due to the jth level of

factor A and the kth level of factor B andP
j

ðαβÞjk ¼
P
k

ðαβÞjk ¼ 0 r

eij (error I) ¼ error associated with the ith repli-

cation and the jth level of vertical factor A and

~eik ~ i.i.d. N(0, σ21)

Table 10.20 Layout of m � n strip plot design

1 …………… ….r 1
2
:
:
:
:
:

n

A) Whole experimental B)  Experimental area divided
in to r replications 

C) Each replication divided into
m horizontal rows 

1 ………………… 1…
…..

………………...
1
2
:
:
:
:

n
D) Each replication divided in 
m vertical columns 

E)  Whole experimental area n ´ m
horizontal and vertical rows 

n-1

n-1
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e
0
ik
(error II) ¼ error associated with the ith level

of replication and the kth level of horizontal

factor B and e
0
ij
~ i.i.d. N(0, σ22 )

e00ijk (error III) ¼ error associated with the ith

replication, the jth level of vertical factor A,

and the kth level of horizontal factor B and eijk
~ i.i.d. N(0, σ23 )

Hypothesis to Be Tested

H0 :γ1 ¼ γ2 ¼ � � � ¼ γi ¼ � � � ¼ γr ¼ 0;

α1 ¼ α2 ¼ � � � ¼ αj ¼ � � � ¼ αm ¼ 0;

β1 ¼ β2 ¼ � � � ¼ βk ¼ � � � ¼ βn ¼ 0;

αβð Þ11 ¼ αβð Þ12 ¼ � � � ¼ αβð Þjk ¼ � � �
¼ αβð Þmn ¼ 0:

H1 :γ’s are not all equal;

α’s are not all equal,

β’s are not all equal,

ðαβÞ’s are not all equal:

Let the level of significance be 0.05.

First we construct the three two-way

tables of totals for (a) replication � horizontal

factor, (b) replication � vertical factor, and (c)

horizontal � vertical factor. The step-by-step

procedure for computation of different sums of

squares and mean sums of squares is given as

follows:

1. Grand total ¼ Pr
i¼1

Pm
j¼1

Pn
k¼1

yijk ¼ G:

2. Correction factor ðCFÞ ¼ G2

mnr :

3. Total MS ¼ Pr
i¼1

Pm
j¼1

Pn
k¼1

y2ijk � CF:

4. Work out the sum of squares due to the

vertical factor A and the replication.

Table 10.21 (table of totals) is required to be

framed.

where

yij0 ¼
Xn
k¼1

yijk

TSS Table Ið Þ ¼ 1

n

Xr

i¼1

Xm
j¼1

y2ij0 � CF

Replication SS ¼ 1

mn

Xr

i¼1

y2i00 � CF

SS Að Þ ¼ 1

nr

Xm
j¼1

y20j0 � CF

SS Error Ið Þ ¼ TSSðTable IÞ � RSS� SSðAÞ

5. Work out the sum of squares due to the hori-

zontal factor B and the replication.

Table 10.22 (table of totals) is required to be

framed.

TSS ðTable IIÞ ¼ 1

m

Xr

i¼1

Xn
k¼1

y2i0k � CF

SS Bð Þ ¼ 1

mr

Xn
k¼1

y200k � CF

SS Error IIð Þ ¼ TSSðTable IIÞ � RSS� SSðBÞ

Table 10.21 Table of totals for replication � vertical factor A

a1 a2 . . .. . . aj . . .. . . am Total Mean

R1 y110 y120 . . .. . . y1j0 . . .. . . y1m0 y100 �y100
R2 y210 y220 . . .. . . y2j0 . . .. . . y2m0 y200 �y200
: : : : : : : :

Ri yi10 yi20 . . .. . . yij0 . . .. . . yim0 yi00 �yi00
: : : : : : : :

Rr yr10 yr20 . . .. . . yrj0 . . .. . . yrm0 yr00 �yr00
Total y010 y020 . . .. . . y0j0 . . .. . . y0m0 y000 �y000
Mean �y010 �y020 �y0j0 �y0m0
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6. Work out the sum of squares due to vertical

factor A and horizontal factor B interaction.

Table 10.23 (table of totals) is required to be

formed.

TSS Table IIIð Þ ¼ 1

r

Xm
j¼1

Xn
k¼1

y20jk � CF

SS ABð Þ ¼ TSSðTable IIIÞ � SSðAÞ � SSðBÞ

SS Error IIIð Þ ¼ TSS� RSS� SS Að Þ
� SS Bð Þ � SS ABð Þ � ErSS I

� ErSS II

Mean sum of squares is calculated by dividing

the sum of squares by the corresponding

degrees of freedom (Table 10.24).

7. F-ratios for replication and vertical factor

effects are obtained by comparing the replica-

tion mean sum of squares against the mean

sum of squares due to error I. On the other

hand, the F-ratios corresponding to horizontal

factor and interaction between horizontal and

vertical factors are worked out by comparing

the respective mean sum of squares against

the mean sum of squares due to error II and

error III, respectively.

8. Calculated F-ratios are compared with

tabulated value of F at appropriate level of

significance and degrees of freedom.

9. Once the F-test becomes significant, our next

task will be to estimate the SEs for different

types of comparison as given below:

(a) Standard error for difference between two

replication means ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
2ErMS-I

mn

q
and the

corresponding LSD value will be

LSDα ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
2ErMS-I

mn

q
� tα

2
;error�I d:f:.

(b) Standard error for difference between two

vertical plot treatment means ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
2ErMS-I

rn

q
and the corresponding LSD value will be

LSDα ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
2ErMS-I

rn

q
� tα

2
;error�I d:f:.

(c) Standard error for difference between

two horizontal plot treatment

Table 10.22 Table of totals for replication � horizontal factor B

b1 b2 . . .. . . bk . . .. . . bn Total Mean

R1 y101 y102 . . .. . . y10k . . .. . . y10n y100 �y100
R2 y201 y202 . . .. . . y20k . . .. . . y20n y200 �y200
: : : : : : : :

Ri yi01 yi02 . . .. . . yi0k . . .. . . yi0n yi00 �yi00
: : : : : : : :

Rr yr01 Yr02 . . .. . . yr0k . . .. . . yr0n yr00 �yr00
Total y001 y002 . . .. . . y00kj . . .. . . y00nm y000 �y000
Mean �y001 �y002 �y00k �y00n

Table 10.23 Table of totals for vertical factor A � horizontal factor B

b1 b2 . . .. . . bk . . .. . . bn Total Mean

a1 y011 y012 . . .. . . y01k . . .. . . y01n y010 �y010
a2 y021 y022 . . .. . . y02k . . .. . . y02n y020 �y020
: : : : : : : :

aj y0j1 y0j2 . . .. . . y0jk . . .. . . y0jn y0j0 �y0j0

: : : : : : : :

am y0m1 y0m2 . . .. . . y0mk . . .. . . y0mn y0m0 �y0m0
Total y001 y002 . . .. . . y00k . . .. . . y00n y000 �y000
Mean �y001 �y002 �y00k �y00n
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means ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ErMS-II

rm

q
and the corresponding

LSD value will be LSDα ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ErMS-II

rm

q
�tα

2
; error�II d:f:.

(d) Standard error for difference between

two vertical plot treatment means at the

same level of horizontal plot treatment ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 ðn� 1Þ ErMS-IIIþ ErMS-I½ �

rn

r
and the

corresponding LSD value will be LSDα

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 ðn� 1Þ ErMS-IIIþ ErMS-I½ �

rn

r
�tα

2
;errorII d:f:.

(e) Standard error for difference between two

horizontal plot treatment means at the

same level of vertical plot treatment ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 ðm� 1Þ ErMS-IIIþ ErMS-II½ �

rm

r
.

But the ratio of the treatment difference

and the above SE in (d) and (e) does not

follow the t distribution, and the approxi-

mate weighted t is calculated as follows:

ðn� 1Þ ErMS-III� tIII þ ðErMS-I� tIÞf g
ðn� 1Þ ErMS-IIIþ ErMS-If g and

ðm� 1Þ ErMS-III� tIII þ ErMS-II� tII½ �
ðm� 1Þ ErMS-IIIþ ErM-SII

; respectively;

where tI ¼ t value at error I degrees of freedom,

tII ¼ t value at error II degrees of freedom, and

tIII ¼ t value at error III d.f. with specified level

of significance. Corresponding LSD values will

be LSDα ¼ SEd � tðcalÞ.

Example 10.18. To find the efficacy of three

different sources of organic manure and four

irrigation schedules, an experiment was

conducted in strip plot design with three

replications. Given below are the yield (t/ha)

data for different treatments. Analyze the infor-

mation to identify the best organic manure and

irrigation schedule along with their combination.

Statistical Model

yijk ¼ μþ γi þ αj þ eij þ βk þ e
0
jk
þ ðαβÞjk þ e

00
ijk

where i ¼ 3; j ¼ 3; k ¼ 4;

μ ¼ general effect

ri ¼ additional effect due to the ith replication

αj ¼ additional effect due to the jth level of

vertical factor, manure, and
P3
j¼1

αj ¼ 0

βk ¼ additional effect due to the kth level of

horizontal factor, irrigation, and
P4
k¼1

βk ¼ 0

ðαβÞjk ¼ interaction effect due to the jth level of

manure and the kth level of irrigation andP
j

ðαβÞjk ¼
P
k

ðαβÞjk ¼ 0

eij (error I) ¼ error associated with the ith repli-

cation and the jth level of vertical factor A and

eij ~ i.i.d. N(0, σ21)

e2
jk
(error II) ¼ error associated with the jth level

of vertical factor A (manure) and the kth level

of horizontal factor B (irrigation) and ejk ~ i.i.

d. N(0, σ22 )

e
00
ijk
(error III) ¼ error associated with the ith rep-

lication, the jth level of vertical factor A and

the kth level of horizontal factor B and eijk ~ i.

i.d. N(0, σ23 )

Table 10.24 ANOVA table for m � n strip plot design in r replication

SOV d.f. SS MS F-ratio

Replication r � 1 RSS RMS RMS/ErMSI

Vertical plot factor (A) m � 1 SS(A) MS(A) MS(A)/ErMSI

Error I (r � 1) (m � 1) ErSSI ErMSI

Horizontal plot factor (B) (n � 1) SS(B) MS(B) MS(B)/ErMSII

Error II (r � 1) (n � 1) ErSSII ErMSII

Interaction (A � B) (m � 1) (n � 1) SS(AB) MS(AB) MS(AB)/ErMSII

Error III (m � 1)(n � 1)(r � 1) ErSSIII ErMSIII

Total mnr � 1 TSS
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Hypothesis to Be Tested

H0 :γ1 ¼ γ2 ¼ γ3 ¼ 0;

α1 ¼ α2 ¼ α3 ¼ 0;

β1 ¼ β2 ¼ β3 ¼ β4 ¼ 0;

αβð Þ11 ¼ αβð Þ12 ¼ � � � ¼ αβð Þjk ¼ � � �
¼ αβð Þ34 ¼ 0:

H1 :γ’s are not all equal;

α’s are not all equal,

β’s are not all equa,

ðαβÞ’s are not all equal:

Let the level of significance be 0.05.

First we construct three two-way tables of

totals for replication � manure, replication �
irrigation, and manure � irrigation. The step-

by-step procedure for computation of different

sums of squares and mean sum of squares is

given as follows:

1. Grand total =
P3
i¼1

P3
j¼1

P4
k¼1

yijk ¼ GT ¼ 11:2þ
10:2þ � � � þ 12:4þ 10:7 ¼ 434:6:

2. Correction factor ðCFÞ ¼
GT2

3:4:3
¼ 434:62

36
¼ 5246:488:

3. Work out the sum of squares due to vertical

factor A and replication. The following table

of totals is required to be framed:

TSS Table Ið Þ ¼ 1

4

X3
i¼1

X3
j¼1

y2ij0 � CF

¼ 5279:09� 5246:588 ¼ 32:502

Replication SS ¼ 1

3:4

X3
i¼1

y2i00 � CF

¼ 144:22 þ 145:42 þ 1452

12

� 5246:588
¼ 0:062

SS Að Þ ¼ 1

4:3

X3
j¼1

y20j0 � CF

¼ 1462 þ 158:22 þ 130:42

12
� 5246:588

¼ 32:362

SS Error Ið Þ ¼ TSS ðTable IÞ � RSS� SS ðAÞ
¼ 32:502� 0:062� 32:362
¼ 0:078

4. Work out the sum of squares due to horizontal

factor B and replication. The following table

of totals is required to be framed:

Horizontal plot

(irrigation)

Vertical plot (manure)

M1 M2 M3

I1 I2 I3 I4 I1 I2 I3 I4 I1 I2 I3 I4

R1 11.2 10.2 14.5 12.3 11.8 10.9 16.2 13.5 11 9.5 12.5 10.6

R2 11.3 10.5 14.6 12.5 11.9 10.8 16.5 13.8 10.9 9.8 12 10.8

R3 11.5 10.4 14.2 12.8 11.6 10.7 16.6 13.9 10.5 9.7 12.4 10.7

Table I Table of totals for replication � manure

M1 M2 M3 Total Average

R1 48.200 52.400 43.600 144.200 12.017

R2 48.900 53.000 43.500 145.400 12.117

R3 48.900 52.800 43.300 145.000 12.083

Total 146.000 158.200 130.400

Average 12.167 13.183 10.867
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(Table II) ErSS II ¼ 1
3

P3
i¼1

P4
k¼1

y2i0k � CF

¼ 342 þ 30:62 þ � � � þ 43:22 þ 37:42

3
� 5246:588

¼ 83:416

SS Bð Þ ¼ 1

3:3

X4
k¼1

y200k � CF

¼ 101:72 þ 92:52 þ 129:52 þ 110:92

9

� 5246:588
¼ 83:212

ErSS II ¼ 1

3

X3
i¼1

X4
k¼1

y2i0k � CF� SS ðIrrg:Þ

¼ 342 þ 30:62 þ � � � þ 43:22 þ 37:42

3

�5246:588� 83:212 ¼ 0:204:

5. Work out the sum of squares due to vertical

factor and horizontal factor interaction. The

following table of totals is required to be

framed:

Table 3 Table of totals for irrigation � manure

SSðM� IÞ ¼ 1

r

Xm
j¼1

Xn
k¼1

y20jk � CF� SSðAÞ � SSðBÞ

¼ 342 þ 35:32 þ 32:42 þ � � � þ 41:22 þ 32:12

3
� 5246:588� 32:362� 83:212 ¼ 10:644

Error III ¼ TMS� RMS�MS Að Þ �MS Bð Þ �MS ABð Þ � ErMS-I� ErMS-II

¼ 127:112� 0:062� 32:362� 83:212� 10:644� 0:078� 0:204

¼ 0:549:

Table 2 Table of totals for replication � irrigation

I1 I2 I3 I4 Total Average

R1 34.000 30.600 43.200 36.400 144.200 12.017

R2 34.100 31.100 43.100 37.100 145.400 12.117

R3 33.600 30.800 43.200 37.400 145.000 12.083

Total 101.700 92.500 129.500 110.900

Average 11.300 10.278 14.389 12.322

M1 M2 M3 Total Average

I1 34.0 35.3 32.4 101.700 11.300

I2 31.1 32.4 29.0 92.500 10.280

I3 43.3 49.3 36.9 129.500 14.389

I4 37.6 41.2 32.1 110.900 12.322

Total 146.000 158.200 130.400

Average 12.167 13.183 10.867
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Mean sum of squares is calculated by dividing

the sum of squares by the corresponding

degrees of freedom.

ANOVA table for 3 � 4 strip plot design

with 3 replications

6. F-ratios for replication and vertical factor

effects are obtained by comparing the respec-

tive mean sum of squares against the mean

sum of squares due to error I. On the other

hand, the F-ratios corresponding to horizontal
factor and interaction between horizontal and

vertical factors are worked out by comparing

the respective mean sum of squares against

the mean sum of squares due to error II and

error III, respectively.

7. Calculated F-ratios are compared with

tabulated value of F at appropriate level of

significance and degrees of freedom. It is

found from the above table that except

for replication effect, all other effects are

significant at both 5 and 1% level of

significance.

8. Once the F-test becomes significant, our next

task is to estimate the SEs for different types

of comparison as given below:

(a) Standard error for difference between two

vertical plot treatment means ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
2ErMS-I

rn

q
and the corresponding CD value could be

CDα ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ErMS-I

rn

r
� tα

2
; error�I d:f:

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2� 0:019

3:4

r
� 2:776 ¼ 0:1562:

(b) Standard error for difference between

two horizontal plot treatment means ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ErMS-II

rm

q
and the corresponding CD

value could be

CDð0:05Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ErMS-II

3:3

r
� tα

2
;error�II d:f:

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2� 0:034

3:3

r
� 2:447 ¼ 0:213:

(c) Standard error for difference between two

vertical plot treatment means at the same

level of horizontal plot treatment

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2½ðn�1ÞErMS-IIIþErMS-I�

rn

q
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ð4�1Þ0:046þ0:019

3:4

q
¼ 0:162.

(d) Standard error for difference between two

horizontal plot treatment means at the

same level of vertical plot treatment

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2½ðm�1ÞErMSIIIþErMSII�

rm

q
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2½ð3�1Þ0:046þ0:034�

3�3

q
¼ 0:167.

But the ratio of the treatment difference

and the above SE in (c) and (d) does not

follow the t distribution, and the approxi-

mate weighted t is calculated as follows:

fðn� 1ÞErMS-III� tIIIg þ ðErMS-I� tIÞ
fðn� 1ÞErMS-IIIþ ErMS-Ig

¼ fð4� 1Þ0:046� 2:179g þ ð0:019� 2:776Þ
fð4� 1Þ � 0:046þ 0:019g ¼ 2:248

SOV d.f. SS MS F-value
Table value of F
(p ¼ 0.05) (p ¼ 0.01)

Replication 2 0.062 0.031 1.6 6.94 18.00

Vertical factor (manure) 2 32.362 16.181 832.1702 6.94 18.00

Error I 4 0.078 0.019

Horizontal factor (irrig.) 3 83.212 27.737 814.0336 4.76 9.78

Error II 6 0.204 0.034

M � I 6 10.644 1.774 38.7855 3.00 4.82

Error III 12 0.549 0.046

Total 35 127.112
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and

½ðm� 1ÞErMS-III� tIII þ ErMS-II� tII�
ðm� 1ÞErMS-IIIþ ErMS-II

¼ ½ð3� 1Þ � 0:046� 2:179þ 0:034� 2:447�
ð3� 1Þ � 0:046þ 0:034

¼ 2:251;

where tI ¼ t0.025,4 ¼ 2.776, tII ¼ t0.025,6
¼ 2.447, and tIII ¼ t0.025,12 ¼ 2.179.

Corresponding CD values could be

CD ð0:05Þ ¼ SEd � tcal.
Thus, the critical difference value to com-

pare two vertical plot treatment means at

the same level of horizontal plot treat-

ment is CDð0:05Þ ¼ SEd � tcal ¼ 0:162

�2:248 ¼ 0:364, and the critical differ-

ence value to compare two horizontal

plot treatment means at the same level of

vertical plot treatment is CDð0:05Þ ¼
SEd� tcal ¼ 0:167� 2:251 ¼ 0:376.

Manure

Yield

(t/ha) Irrigation

Yield

(t/ha)

M2 13.183 I3 14.389

M1 12.167 I4 12.322

M3 10,867 I1 11.300

I2 10.280

Comparing the treatment means it can be

concluded that manure 2 is the best

among the manures and irrigation sched-

ule 3 is the best irrigation schedule. Simi-

larly by using appropriate critical

difference values as mentioned above,

one can find out the best manure at a

particular irrigation level and vice versa

(Table 10.25).
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Analysis Related to Breeding
Researches 11

Variability is one of the major concerns of any

research. In a real-life situation, we are to deal

with a number of variables at a time, so co-

variability plays an important role. In social,

agricultural, and other fields, the biophysical

features in any experiment rarely behave inde-

pendently; rather these are found to be function-

ally related to each other. There are several

examples where the analysis of covariance can

be used effectively in augmenting the precession

of the experimental results. For example, in yield

component analysis of paddy, the yield compo-

nents, namely, the number of hills per unit area,

the number of effective tillers per hill, and the

number of grains per panicles, can be used as

covariates or concomitant variables. In a study of

health drinks on the growth and physique of

school-going children, initial body weight,

height, age, physical agility, etc., can be taken

as concomitant variables during the analysis of

covariance. In the analysis of covariance, there

are two types of variables: the characteristic of

the main interest and the information on the

secondary or auxiliary interest or the covariates.

In the analysis of covariance, the expected (true)

value of the response is the resultant of two

components, one because of the linear combina-

tion of the values of the concomitant variables

which are functionally related with the response

and another one already obtained in the analysis

of variance. Thus, the analysis of covariance is

the synthesis of the analysis of variance and the

regression. Similar to that of the partitioning of

variances into different components, one can also

partition the covariance among the variables

into different components like genotypic and

environmental.

11.1 Analysis of Covariance

The analysis of covariance can be taken up for

one-way and two-way layouts and other specific

types of experimental design. In the analysis of

covariance, there is one dependent variable (y)
and one or more concomitant variables. The

basic difference between the analysis of variance

and the analysis of covariance models is that in

the former, each response (y) is partitioned into

two components, one because of its true value

and the error part. The model in its simplest form

may be written as

yi ¼
X
j

αijτj þ
X
k

βkxik þ ei; where αij are known;

xik is the value of the kth concomitant variable

corresponding to yi,
βk’s are the regression coefficients of y on the

covariates xk’s,

τj’s are the effects (main, interaction, blocks,

etc.),

ei is the random component in the model.

P.K. Sahu, Research Methodology: A Guide for Researchers in Agricultural Science,
Social Science and Other Related Fields, DOI 10.1007/978-81-322-1020-7_11, # Springer India 2013
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11.1.1 Analysis of Covariance for
One-Way Classified Data with
One Covariate

Let the criterion variate be denoted by y and the

covariate by x. Thus, for each experimental unit,

there is a pair of observations (x,y).
Let yij and xij denote the jth observation of the

variate and covariate, respectively, for the ith
treatment in a one-way classified data. Then the

linear model is given by

yij ¼ μþ αi þ βxij þ eij; i ¼ 1; 2; 3 :::: t
j ¼ 1; 2; 3; :::: ni

where

μ ¼ general effect,

αi ¼ effect due to ith treatment,

β ¼ regression coefficient of y on x,
eij ¼ independent normal variate with mean

zeroð0Þ and variance; σ2:

The above model is based on the following

assumptions:

1. The regression of y on x is linear and indepen-

dent of the treatment so that the treatment and

regression effects are additive.

2. The residuals are independently and normally

distributed with mean 0 and the common

variance.

3. The covariate x is fixed and is measured

without error.

The model is often written in the form

yij ¼ μ� þ αi þ β xij � �x
� �þ eij; i ¼ 1; 2; 3:::: t

j ¼ 1; 2; 3; :::: ni

where

μ� ¼ μþ β�x

The least square estimates of μ; αi; and β are

obtained by minimizing L ¼P
i

P
j

�
yij � μ�

αi � βxij
�2
. The normal equations are

XX
yij ¼ nμþ

X
n
i
αi þ β

XX
xij;X

j

yij ¼ niμþ niαi þ β
X
j

xij;

XX
xijyij ¼ μ

XX
xij þ

X
i

X
j

αixijþβ
X
j

x2
ij
:

Since
X
i

niαi ¼ 0; μ̂ ¼ �y� β̂�x;

α̂i ¼ �yi � �y� β̂ð�xi � �xÞ

XX
xijyij ¼ �y� β̂�x

� �
n�xþ

X
i

�yi � �y� β̂ �xi � �xð Þ� �
ni�xi þ β̂

XX
x2
ij

¼ n�y �x� nβ̂�x2 þ
X

ni�xi�yi � n�y �x� β̂
X

�xi � �xð Þni�xi þ β̂
XX

x2
ij

or β̂
XX

x2
ij
�
X

ni�x
2
i

h i
¼
XX

xijyij �
X

ni�xi�yi

or β̂ ¼
PP

xij � �xi
� �

yij � �yi
� �

PP
xij � �xi
� �2 :

From the analysis of variance, we know

that α̂i ¼ �yi � �y, whereas from the analysis of

covariance, α̂i ¼ �yi � �y� β̂ �xi � �xð Þ. The factor

β̂ �xi � �xð Þ is called the adjustment factor which

is the amount of the linear effect of x on the ith
treatment effect. The adjustment is zero for the

treatment for which �xi is equal to �x:

We want to test

H01 : β ¼ 0;
H02 : α1 ¼ α2 ¼ α3 ¼ . . . . . . ¼ αt ¼ 0:

To test the above, we are to find out the resid-

ual sum of squares for the full model. The residual

or the minimum error sum of squares under the

full model yij ¼ μþ αi þ βxij þ eij is given by
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R ¼
X
i

X
j

yij � μ� αi � βxij
� �2

minimum for μ; αi; β

¼
X
i

X
j

yij � �yþ β̂�x� �yi þ �yþ β̂ �xi � �xð Þ � β̂xij
� �2

¼
X
i

X
j

yij � �yi � β̂ xij � �xi
� �� �2 ¼X

i

X
j

yij � �yi
� �2 � β̂

2XX
xij � �xi
� �2

¼ Eyy �
E2
xy

Exx
; since β̂ ¼ Exy

Exx
with ðn� t� 1Þ d:f:

The residual sum of squares under the

restricted model when H01 holds good, that is,

yij ¼ μþ αi þ eij, is

R2 ¼
X
i

X
j

yij � μ� αi
� �2

minimum μ; αi

¼
X
i

X
j

yij � �y� �yi þ �y
� �2 ¼X

i

X
j

yij � �yi
� �2

¼ Eyywith ðn� tÞ d:f:

Hence, the regression sum of squares will be

R0 ¼ R2 � R ¼ E2
xy

Exx
with 1 d:f:

For testing H01: β ¼ 0, we have the test statis-

tic F ¼ R0=1

R=ðn� t� 1Þ with (1, n � t � 1) d.f.

If the hypothesis is not rejected, we may not

go for working out the adjusted treatment sum of

squares because in that case, the assumed model

will turn out to be yij ¼ μþ αi þ eij, the model of

one-way classified data. If the regression coeffi-

cient proves to be significant, we will proceed to

test H02.

The residual sum of squares under the

restricted model when H02 holds good, that is,

yij ¼ μþ βxij þ eij, is

R1 ¼
X
i

X
j

yij � μ� βxij
� �2

minimum μ, β

¼
XX

yij � �yþ ^̂β�x� ^̂βxij
� �2

¼
XX

yij � �y� ^̂β xij � �x
� �h i2

;where
^̂β ¼

PP
xij � �x
� �

yij � �y
� �

PP
xij � �x
� �2 ¼ Sxy

Sxx

¼
XX

yij � �y
� �2 � ^̂β

2XX
xij � �x
� �2

¼ Syy �
S2xy
Sxx

with ðn� 2Þd:f:

Hence, the adjusted treatment sum of

squares will be R00 ¼ R1 � R¼ Syy � S2xy
Sxx

� �
� Eyy � E2

xy

Exy

� �
with t� 1d:f:

For testing H02, we have F ¼
R00=ðt� 1Þ
R=ðn� t� 1Þ with ðt� 1, n� t� 1Þ d:f:

In case F is significant, we conclude that the

treatment means after they are adjusted for x

differ significantly.

The analysis of covariance table is as follows

(Table 11.1):

Let �y0i be the mean of the ith treatment

adjusted for the linear regression of y on x. Then,
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�y0i ¼ �yi � β̂ �xi � �xð Þ;

V �y0ið Þ ¼ V �yið Þ þ �xi � �xð Þ2V β̂
� � ¼ σ2

1

ni
þ �xi � �xð Þ2

Exx

" #
;

V �y0i � �y0j
� �

¼ σ2
1

ni
þ 1

nj
þ �xi � �xj
� �2

Exx

" #
:

This requires a separate calculation of

�xi � �xj
� �2

for each i and j. D. J. Finney

(1946) has, however, suggested to use 2σ2

n0h
1þ Txx=ðt�1Þ

Exx

i
as an average value of V �y0i� �y0j

� �
averaged over all t(t � 1) pairs when ni ¼ nj ¼ n0.
The estimated variances are given by the

corresponding expressions with σ2 substituted by

s2y:x ¼
Eyy � E2

xy

Exx

� �
ðn� t� 1Þ :

For testing the hypothesis H0 : αi ¼ αj, we

have the test statistic:

F ¼
�y0i � �y0j
� �2

2s2y:x
n0 1þ Txx=ðt�1Þ

Exx

h i with ð1; n� t� 1Þ d:f:

It may be noted that the denominator remains

unchanged for any i and j. Below, we present an
example by Sahu and Das (2010).

Example 11.1. Four different feeds are given to

four calves each; initial age in months (x) and

average weekly gain (y) in body weight of the

calves over a period of 8 weeks are recorded.

Analyze the data of gain in body weight using the

information on character x. Give the standard error

of the difference between average effects of two

feeds after adjusting the means for variation in x.

Feed

F1 F2 F3 F4

x y x y x y x y

11 120 12 145 9 123 10 132

10 135 11 152 11 110 12 130

13 121 9 160 10 120 9 140

10 130 13 142 12 112 10 128

Solution. From the above analysis, it is clear

that the response variable here is the average

weekly gain in body weight (y) and the covariate

is the initial body weight (x). The appropriate

covariance model is

yij ¼ μþ αi þ βxij þ eij; i ¼ 1; 2; 3; 4;

j ¼ 1; 2; 3; 4;

where

yij ¼ gain in body weight for jth calves fed

with ith feed,

μ ¼ general effect,

αi ¼ effect due to ith feed,

β ¼ regression coefficient of y on x,

eij ¼ independent normal variate with mean

zeroð0Þ and variance; σ2:

We want to test

H01 : β ¼ 0;

H02 : α1 ¼ α2 ¼ α3 ¼ α4 ¼ 0:

Table 11.1 Analysis of covariance table

SOV d.f. SS(x) SP(xy) SS(y) SS(Reg.) SS(y)adj. d.f.(adj.)

Treatment t � 1 Txx Txy Tyy
Error n � t Exx Exy Eyy E2

xy

Exx
¼ R0 Eyy �

E2
xy

Exx
¼ R

n � t � 1

Treatment

þ error

n � 1 Txx þ
Exx ¼ Sxx

Txy þ
Exy ¼ Sxy

Tyy þ
Eyy ¼ Syy

S2xy
Sxx

Syy �
S2xy
Sxx

¼ R1

n � 2

Treatment

(adjusted)

R1 � R ¼ R00 t � 1
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From the given information, we first calculate

the following quantities:

X
x ¼ 172 ¼ Gx;

X
y ¼ 2; 100 ¼ Gy;

X
x2 ¼ 1; 876;

X
y2 ¼ 278; 540;

X
xy ¼ 22; 522

CFðxÞ ¼ G2
x

4� 4
¼ 1; 849; CFðyÞ ¼ G2

y

4� 4
¼ 275; 625;CFðx; yÞ ¼ GxGy

4� 4
¼ 22; 575:

TSSðxÞ ¼
X

x2 � CFðxÞ ¼ 112 þ 102 þ � � � � � � þ 92 þ 102 � 1; 849 ¼ 27;

TrSSðxÞ ¼ 442 þ 452 þ 422 þ 412

4
� CFðxÞ ¼ 2:50;

ErSSðxÞ ¼ TSSðxÞ � TrSSðXÞ ¼ 27� 2:5 ¼ 24:5:

Similarly,

TSSðyÞ ¼
X

y2 � CFðyÞ ¼ 1202 þ 1352 þ � � � � � � þ 1402 þ 1282 � 275; 625 ¼ 2; 915;

TrSSðyÞ ¼ 5062 þ 5992 þ 4652 þ 5302

4
� 275; 625 ¼ 2365:50;

ErSSðyÞ ¼ TSSðyÞ � TrSSðyÞ ¼ 2; 915� 2365:50 ¼ 549:50;

TSPðxyÞ ¼
X

xy� CFðx; yÞ ¼ 11� 120þ 10� 135þ � � � � � � þ 9� 140þ 10� 128� 22; 575 ¼ �53:00;

TrSPðxyÞ ¼ 44� 506þ 45� 599þ 42� 465þ 41� 530

4
� 22; 575 ¼ 44:75:

ErSPðxyÞ ¼ TSSðxyÞ � TrSSðxyÞ ¼ �53:00� 44:75 ¼ �97:75:

Feed

F1 F2 F3 F4

x y x y x y x y

11 120 12 145 9 123 10 132

10 135 11 152 11 110 12 130

13 121 9 160 10 120 9 140

10 130 13 142 12 112 10 128

Total: 44 506 45 599 42 465 41 530
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Thus, the analysis of covariance table can be

written as follows:

For testing H01: β ¼ 0; we have test statistic

F ¼ SSðReg:Þ=1
SSðyÞadj:=11

¼ 390:0026=1

159:4974=11

¼ 26:40 with ð1,11Þ d:f:

The table value of F0.05;1,11 ¼ 4.84; hence,

the test is significant, and the null hypothesis is

rejected.

For testing H02: α1 ¼ α2 ¼ α3 ¼ α4 ¼ 0;

we have the test statistic F ¼ Tr:SSðyÞadj:=3
SSðyÞadj:=11

¼ 2651:4656=3

159:4974=11
¼ 60:95 with ð3,11Þ d:f:

The table value of F0.05;3,11 ¼ 3.59; hence,

the test is significant, and the null hypothesis

is rejected. Thus, we can infer that the gain in

body weight due to different feeds varies and

also depends on the initial body weight of the

calves.

As both null hypotheses are rejected, we are

to work out the adjusted treatment means

and also the estimated adjusted variances for

different pairs of adjusted treatment means. We

have β̂ ¼ �3:9898; �x ¼ 10:75;Exx ¼ 24:5; and

s2y:x ¼ 14:4998:

We make the following table:

�xi �yi �xi � �x �y0i ¼ �yi � β̂ �xi � �xð Þ

V̂ �y0i � �y0j
� �

¼ s2y:x
1
ni
þ 1

nj
þ �xi��xjð Þ2

Exx

� 	

�y0 i � �y0j
� �

s2y:x
1
ni
þ 1

nj
þ �xi��xjð Þ2

Exx

� 	
11.00 126.50 0.25 127.4975 �y01 � �y02 7.2869

11.25 149.75 0.50 151.7449 �y01 � �y03 7.3979

10.50 116.25 �0.25 115.2526 �y01 � �y04 7.5828

10.25 132.50 �0.50 130.5051 �y02 � �y03 7.5828

�y02 � �y04 7.8417

�y03 � �y04 7.2869

SOV d.f. SS(x) SS(y) SP(x,y) β̂ SS(Reg.) SS(y)adj. d.f.adj.

Treatment 3 2.50 2365.50 44.75

Error 12 24.54 549.50 �97.75 �3.9898 390.0026 159.4974 11 s2y:x ¼ 14:499

Treatment

+ Error

15 27.00 2915.00 �53.00 �1.9630 104.0370 2810.963 14

Treatment

(adjusted)

2651.4656 3
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On the other hand, if we go for the method

given by Finney, then we shall have

V̂ �y0i � �y0j
� �

¼ 2s2y:x
4

1þ Txx=ðt� 1Þ
Exx

� 	
¼ 7:4965:

H0 : α1 ¼ α2

F ¼ 127:49745� 151:7449ð Þ2
7:4965

¼ 78:43 with ð1,11Þ d:f:

H0 : α2 ¼ α4

F ¼ 151:7449� 130:5051ð Þ2
7:4965

¼ 60:18 with ð1,11Þ d:f:

CD0:05 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
7:4965

p
� t0:025;11 ¼ 2:7379� 2:201

¼ 6:0263:

If we arrange the adjusted treatment means,

we have the following:

Treatment means: �y0i Value

�y02 151.74

�y04 130.51

�y01 127.5

�y03 115.25

Feed two is significantly producing higher

gain in body weight compared to the other

feeds, and feed three provides the lowest gain in

body weight among all feeds. On the other hand,

feed four and feed one are the same; they are

statistically at par.

11.2 Partitioning of Variance
and Covariance

Phenotypic characters which we measure on

individuals are the manifestation of the interaction

between the genetic architecture and the environ-

ment around them. The environmental factors

mainly include all the nonheritable components.

The variation in phenotypic values is therefore

governed by the variances attributed to genotypic

values and environmental deviations. Thus, the

partitioning of phenotypic variations into different

components is of utmost importance. Relative

magnitude or proportions of these variations actu-

ally govern the genetic properties of the population.

Again, covariability of different characters is

measured in terms of covariance. Covariability

measured between two characters is the phenotypic

value. Similar to that of phenotypic variability,

phenotypic covariability can also be partitioned

into genotypic and environmental (nonheritable)

components. The partitioning of variances and

covariances will facilitate the estimation of various

genetic/breeding parameters like heritability, co-

heritability, and genotypic correlations which can

help breeders tremendously.

11.2.1 Components of Variance

During the analysis of variance, the mean sum of

squares obtained due to the treatments consists of

two components: (1) genotypic differences

among the treatments and (2) environmental

variations. Thus, E MSGð Þ ¼ σ2e þ rσ2g;where

E MSEð Þ¼ σ2e ; and MSG and MSE are the mean

sum of square due to genotype and error;

respectively; in ANOVA table. It can be seen

that σ2g ¼ E MSGð Þ�E MSEð Þ
r .

Thus, σ2g is estimated by σ̂2g ¼
MSG�MSE

r ; and σ2e is estimated by σ̂2e ¼ MSE:

Hence; σ2p ¼ σ2g þ σ2e where σ2p; σ
2
g; and σ2e

are the phenotypic, genotypic, and environmen-

tal variances, respectively. From the given data,

one can estimate σ̂2p ¼ σ̂2g þ σ̂2e :

To test H0: σ2g ¼ 0 means the genotypes do

not differ significantly among themselves. The

test statistic under H0 is F ¼ MSg
MSE

with

ðt� 1Þ; ðr � 1Þðt� 1Þ d:f: If F is significant, we

can say that the genotypes differ among

themselves.

11.2.2 Components of Covariance

The covariances can also be partitioned due to

environmental and genotypic factors in a similar

way as that of the partitioning of treatment

variances from the analysis of variance table.

Thus, the phenotypic covariance between any

11.2 Partitioning of Variance and Covariance 289



www.manaraa.com

two characters can be written as a combination of

genotypic and environmental covariances, that

is, σp12 ¼ σg12 þ σe12 . One can have the correla-

tion coefficients at the genotypic, phenotypic,

and environmental levels by using the variance

and covariance of appropriate level in the for-

mula for the correlation coefficient. The signifi-

cance of the correlation coefficients can usually

be tested using t-test described already in Chap. 9

with (n � 2) degrees of freedom where n is the

number of genotypes under consideration.

We can write for any two characters i and i0

(Table 11.2):

From the above variances and covariances at

the genotypic, phenotypic, and environmental

levels, one can work out different genetic

parameters like (a) phenotypic coefficient of var-
iation (PCV), (b) genotypic coefficient of varia-

tion (GCV), (c) broad sense heritability, and (d)

co-heritability, which are of paramount impor-

tance in the selection process of breeding

experiments:

(a) Phenotypic coefficient of variation (PCV%):

¼ σp
�X
� 100.

(b) Genotypic coefficient of variation (GCV):

¼ σg
�X
� 100.

(c) Heritability (broad sense): Another parame-

ter, heritability (broad sense), for any charac-

ter, is expressed as the ratio of the genotypic

variance to the phenotypic variance h2 ¼ σ̂2g
σ̂2p
.

This gives an abstract idea about the amount

of variability for a particular character due to

its genotypic feature.

(d) Co-heritability: Co-heritability between two

characters is defined as the ratio of the

genotypic and the phenotypic covariances

between the two characters under consider-

ation and is given as
σg

ii0
σpii0

, where σg12 and σp12

are the genotypic and phenotypic covariances

between characters 1 and 2 as obtained

from the partitioning of the mean sum of

products in the analysis of covariance.

(e) Genetic advance/gain: The difference

between the mean of the selected individuals
�Xsð Þ and the mean of the population from

which the selection has been made �Xp

� �
is

known as genetic gain or advance. But for all

practical purposes, the genetic gain or

advance is worked out as GA ¼ k:h2:σ̂p,
where k is the standardized selection differ-

ential having constant values at different

selection intensities (e.g., the values of

standardized selection differentials at 1, 5,

10, and 20 % selection intensities are, respec-

tively, 2.64, 2.06, 1.40, and 1.16) and h2 and
σp have their usual meanings.

(f) Genotypic and environmental correlation:

The correlation coefficient between two

characters at the genotypic and environmen-

tal levels is worked out using the variances

and covariances due to the genotype and

nonheritable factors.

The association between two characters is

measured in terms of the correlation coefficient

which is based on the phenotypic values of the

variances and the covariances between the

characters. Since the phenotypic values are deter-

mined by the genotype and the environmental

interactions, the phenotypic correlation is also

governed by these factors.

Example 11.2. The following table gives the

information on four yield components and the

yield of ten genotypes of mulberry. Analyze the

data with respect to the variability and

covariabilities to work out the correlation

coefficients and the path of correlation

Table 11.2 Table of variance, covariance, and correlation

Level Variance Covariance Correlation coefficients

Phenotypic σ̂2pi and σ̂2
pi0 σ̂pii0 rpii0

Genotypic σ̂2gi and σ̂2
gi0 σ̂gii0 rgii0

Environmental σ̂2ei and σ̂2
ei0 σ̂eii0 reii0
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coefficients of yield with other characters at the

genotypic and phenotypic levels. Also find out

the genetic parameters, phenotypic coefficient of

variation (PCV), genotypic coefficient of varia-

tion (GCV), broad sense heritability, and co-

heritability of the characters under study.

So as to get the path coefficients at the geno-

typic and phenotypic levels, one needs to have the

correlation coefficients at the genotypic and phe-

notypic levels. The genotypic and phenotypic

correlations could be obtained by partitioning the

sum of squares and products due to the treatments

into genotypic and phenotypic components.

We demonstrate the whole process in a step-

wise manner as provided in Sahu and Das (2009)

Step 1: Analysis of Variance for the Characters

Under Study

The analysis of variance for all the characters

is taken up one by one. In the following steps, we

demonstrate the analysis of variance procedure

for a single character, that is, leaf yield per plant

in details, and only the results of the analysis of

variance for the rest of the characters are

presented.

Genotype Rep Yield Shoot length 100 leaf wt Leaf area Leaf wt/m2

1 1 158.89 344.00 94.11 57.96 148.91

1 2 164.57 352.20 95.65 57.00 150.20

1 3 152.54 345.00 93.36 55.45 148.70

2 1 192.59 629.66 188.22 106.73 162.89

2 2 193.24 638.25 190.00 107.00 160.40

2 3 191.45 647.00 192.20 106.00 165.40

3 1 195.18 453.22 87.44 61.25 131.59

3 2 190.24 455.32 85.25 62.32 132.20

3 3 201.45 465.32 86.56 60.74 130.60

4 1 211.11 363.11 225.56 106.13 360.94

4 2 209.12 385.00 229.00 107.58 364.50

4 3 213.45 345.32 226.32 105.45 358.40

5 1 202.22 557.87 169.22 95.15 160.55

5 2 200.12 552.45 172.25 99.69 162.50

5 3 204.52 563.00 168.58 94.47 160.30

6 1 205.56 431.22 211.22 109.23 174.96

6 2 207.42 452.21 215.30 110.23 175.40

6 3 203.28 414.56 223.00 108.78 176.40

7 1 217.78 687.78 159.33 93.73 157.30

7 2 215.65 693.56 162.30 94.25 160.20

7 3 219.45 705.45 156.20 90.21 158.70

8 1 170.00 253.89 158.44 93.93 154.60

8 2 165.25 258.32 165.30 95.56 155.60

8 3 175.59 264.47 160.00 92.32 153.70

9 1 117.93 383.56 49.56 35.96 116.64

9 2 116.39 389.21 50.23 35.65 116.40

9 3 118.42 375.41 47.58 34.47 115.40

10 1 175.33 414.78 109.00 71.29 134.12

10 2 177.45 425.36 110.20 72.45 135.40

10 3 175.21 458.33 105.25 73.65 140.20
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Analysis of Variance for Leaf Yield
The appropriate statistical model for RBD

will be

yij ¼ μþ gi þ bj þ eij

where

yij ¼ response corresponding to the jth replica-

tion of the ith genotype

μ ¼ general effect

gi ¼ additional effect due to the ith genotype

bj ¼ additional effect due to the jth replication

eij ¼ error associated with jth replication of the

ith genotype

Let the level of significance be α ¼ 0:05.

Let us make the following table:

Leaf yield/plant(Y)

Genotype R1 R2 R3 Total

G1 158.89 164.57 152.54 476.00

G2 192.59 193.24 191.45 577.28

G3 195.18 190.24 201.45 586.87

G4 211.11 209.12 213.45 633.68

G5 202.22 200.12 204.52 606.86

G6 205.56 207.42 203.28 616.26

G7 217.78 215.65 219.45 652.88

G8 170.00 165.25 175.59 510.84

G9 117.93 116.39 118.42 352.74

G10 175.33 177.45 175.21 527.99

Total 1846.59 1839.45 1855.36 5541.4

From the above table, the following quantities

are calculated:

Grand total ¼ G ¼
X10
i¼1

X3
j¼1

yij

¼ 158:89þ 164:57

þ � � � � � � � � � þ 175:21

¼ 5541:4

Correction factor ¼ CF ¼ G2

r � t
¼ 5541:42

3� 10

¼ 1; 023; 570

Total sum of squares ¼ TSS

¼
X10
i¼1

X3
j¼1

yij
2 � CF

¼ 158:892 þ 164:572

þ � � � � � � � � � þ 175:212

� CF ¼ 24747:19

Replication sum of squares

¼ RSS ¼ 1

t

X3
j¼1

y20j � CF

¼ 1

10
1846:592 þ 1839:452 þ 1855:362
� �

� CF ¼ 12:75

Treatment sum of squares

¼ TrSS ¼ 1

r

X10
i¼1

y2i0 � CF

¼ 1

3
4762 þ 577:282 þ � � � � � � � � � þ 527:992
� �

� CF ¼ 24515:98

Error sum of squares ¼ TSS � RSS � TrSS

¼ 24747.19 � 12.75 � 24515.98 ¼ 218.46

With the help of the above quantities, we now

make the following ANOVA table for leaf yield

per plant:

ANOVA table for yield/plant (y)

SOV d.f. S.S M.S F-ratio

REP 2 12.75 6.38 0.53

GEN. 9 24515.98 2724.00 224.44

EROR 18 218.459 12.14

Total 29 24747.19

Similarly, following the same procedures, we

can also perform the analysis of variance for other

characters andmake the following ANOVA tables:

ANOVA table for total shoot length (x1)

SOV d.f. S.S M.S F-ratio

REP 2 379.00 189.50 1.22

GEN. 9 499621.8 55513.54 356.98

EROR 18 2799.156 155.51

Total 29 502800
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ANOVA table for fresh wt of 100 leaves (x2)

SOV d.f. S.S M.S F-ratio

REP 2 28.8125 14.41 1.97

GEN. 9 94476.82 10497.42 1433.50

EROR 18 131.8125 7.32

Total 29 94637.44

ANOVA table for unit leaf area (x3)

SOV d.f. S.S M.S F-ratio

REP 2 20.39062 10.20 7.91

GEN. 9 17180.62 1908.96 1480.51

EROR 18 23.20898 1.29

Total 29 17224.22

ANOVA table for leaf weight/m2 (x4)

SOV d.f. S.S M.S F-ratio

REP 2 5.25 2.63 0.79

GEN. 9 129114.3 14346.04 4292.08

EROR 18 60.16406 3.34

Total 29 129179.7

The results of the analysis of variance show

that genotypes have different effects from one

another for all characters y, x1, x2, x3, and x4.

From the above analysis of variance tables

using the formula for genotypic, phenotypic,

and environmental variances discussed in Sect.

(), one canwork out the estimated variances of the

different characters due to genotypic, phenotypic,

and environmental effects. Thus, the genotypic,

phenotypic, and environmental variances for leaf

yield per plant can be estimated as follows:

σ̂2g ¼
MSGð Þ � MSEð Þ

r
¼ 2724:00� 12:14

3

¼ 903:95

and σ̂2p ¼ σ̂2g þ σ̂2e ¼ 903:95þ 12:14 ¼ 916:09

and σ̂2e ¼ MSE ¼ 12:14:

Similarly, these components for other

characters can also be worked out. The following

table gives the genotypic, phenotypic, and envi-

ronmental variances of different characters under

study.

Step 2: Analysis of Covariance Among the

Characters Under Study

We first take up the analysis of covariance of

leaf yield per plant with the total shoot length.

To facilitate the analysis, we make the follow-

ing table:

Variance component Yield/plant Shoot length Fresh weight of leaf Leaf area Leaf weight/m2

Genotypic σ̂2g

� �
903.95 18452.68 3496.70 635.89 4780.90

Phenotypic σ̂2p

� �
916.09 18608.19 3504.02 637.18 4784.24

Environmental σ̂2e
� �

12.14 155.51 7.32 1.29 3.34

R1 R2 R3 Total

Genotype Y X1 Y X1 Y X1 Y X1

1 158.89 344.00 164.57 352.20 152.54 345.00 476.00 1041.20

2 192.59 629.66 193.24 638.25 191.45 647.00 577.28 1914.91

3 195.18 453.22 190.24 455.32 201.45 465.32 586.87 1373.86

4 211.11 363.11 209.12 385.00 213.45 345.32 633.68 1093.43

5 202.22 557.87 200.12 552.45 204.52 563.00 606.86 1673.32

6 205.56 431.22 207.42 452.21 203.28 414.56 616.26 1297.99

7 217.78 687.78 215.65 693.56 219.45 705.45 652.88 2086.79

8 170.00 253.89 165.25 258.32 175.59 264.47 510.84 776.68

9 117.93 383.56 116.39 389.21 118.42 375.41 352.74 1148.18

10 175.33 414.78 177.45 425.36 175.21 458.33 527.99 1298.47

Total 1846.59 4519.09 1839.45 4601.88 1855.36 4583.86 5541.40 13704.83
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From the above table, the following quantities

are worked out:

Correction factor YX1ð Þ
¼ CFYX1

¼ GX1
� GY

r � t

¼ 13704:83� 5541:40

3� 10
¼ 2531464:83

Total sum of products YX1ð Þ
¼ TSPYX1

¼
X10
i¼1

X3
j¼1

yijx1ij � CFYX1

¼ 158:89� 344ð Þ þ 164:57� 352:2ð Þ
þ � � � � � � � � � þ 175:21� 458:33ð Þ
� CFYX1

¼ 57115:75;

Replication sum of products YX1ð Þ

¼ RSPYX1
¼ 1

t

X3
j¼1

y0jx10j � CFYX1

¼ 1

10
1846:59� 4519:09ð Þ½

þ 1839:45� 4601:88ð Þ
þ 1855:36� 4583:86ð Þ� � CFYX1

¼ �10:25;

Treatment sum of products YX1ð Þ

¼ TrSPYX1
¼ 1

r

X10
i¼1

yi0x1i0 � CFYX1

¼ 1

3

�
476� 1041:20ð Þ þ 577:28� 1914:91ð Þ

þ � � � � � � þ 527:99� 1298:47ð Þ�� CFYX1

¼ 56986:42;

Error sum of products YX1ð Þ
¼ TSPYX1

� RSPYX1
� TrSPYX1

¼ 57115:75þ 10:25� 56986:42 ¼ 139:58

A. Analysis of Covariance of Leaf Yield with

Other Characters

With the help of the above quantities, we make the

following analysis of covariance table (1 � 2):

SOV d.f. S.P M.S.P

REP 2 �10.25 �5.13

GEN. 9 56986.42 6331.82

EROR 18 139.58 7.75

Total 29 57115.75

Similarly using the same method, one can

frame the other analysis of covariance tables as

given below:

1. Analysis of covariance table of yield/plant

with fresh weight of leaf (1 � 3)

SOV d.f. S.P M.S.P

REP 2 �12.19 �6.09

GEN. 9 36342.36 4038.04

EROR 18 �36.04 �2.00

Total 29 36294.13

2. Analysis of covariance table of yield/plant

with leaf area (1 � 4)

SOV d.f. S.P M.S.P

REP 2 �16.06 �8.03

GEN. 9 16453.56 1828.17

EROR 18 �20.22 �1.12

Total 29 16417.28

3. Analysis of covariance table of yield/plant

with leaf weight per square meter (1 � 5)

SOV d.f. S.P M.S.P

REP 2 �3.63 �1.81

GEN. 9 26560.38 2951.15

EROR 18 �37.88 �2.10

Total 29 26518.88

B. Analysis of Covariance of Total Shoot

Length with Other Characters

1. Analysis of covariance table of total shoot

length with fresh weight of leaf (2 � 3)

SOV d.f. S.P M.S.P

REP 2 89.25 44.63

GEN. 9 45279.50 5031.06

EROR 18 �260.88 �14.49

Total 29 45107.88

2. Analysis of covariance table of total shoot

length with leaf area (2 � 4)

SOV d.f. S.P M.S.P

REP 2 19.50 9.75

GEN. 9 28888.83 3209.87

EROR 18 25.29 1.41

Total 29 28933.62
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3. Analysis of covariance table of total shoot

length with leaf weight per square meter

(2 � 5)

SOV d.f. S.P M.S.P

REP 2 42.75 21.38

GEN. 9 �37827.92 �4203.10

EROR 18 224.92 12.50

Total 29 �37560.25

C. Analysis of Covariance of Fresh Leaf

Weight with Other Characters

1. Analysis of covariance table of fresh leaf

weight with leaf area (3 � 4)

SOV d.f. S.P M.S.P

REP 2 16.88 8.44

GEN. 9 39197.84 4355.32

EROR 18 10.53 0.59

Total 29 39225.25

2. Analysis of covariance table of fresh leaf weight

with leaf weight per square meter (3 � 5)

SOV d.f. S.P M.S.P

REP 2 11.94 5.97

GEN. 9 74448.35 8272.04

EROR 18 13.40 0.74

Total 29 74473.69

D. Analysis of Covariance of Leaf Area with

Leaf Weight per Square Meter (4 � 5)

SOV d.f. S.P M.S.P

REP 2 5.16 2.58

GEN. 9 25041.16 2782.35

EROR 18 19.19 1.07

Total 29 25065.50

Using the same procedure of partitioning

variances into genotypic, phenotypic, and envi-

ronmental components, the covariances between

the characters can also be partitioned. Thus,

σgij ¼
E MSPGij

� �� E MSPeij
� �

r

where σ2gij ¼ genotypic covariance between the ith and jth character,

E MSPGij

� � ¼ the expected treatment ðgenotypeÞ
mean sum of product value of ith and jth character,

E MSPeij
� � ¼ the expected error mean sum of product value of ith and jth character,

r ¼ number of replications:

Thus, the genotypic, phenotypic, and environ-

mental covariances between leaf yield per plant

and total shoot length are

σ̂gyx1 ¼
MSPGyx1

�MSPeyx1
r

¼ 6331:82� 7:75

3
¼ 2108:02; and

σ̂pyx1 ¼ σ̂Gyx1
þ σ̂eyx1 ¼ 2108:02þ 7:75 ¼ 2115:77;

where σ̂eyx1 ¼ 7:75 is the environmental covariance between y and x1:

Similarly, the covariances among the

characters under study at the genotypic, pheno-

typic, and environmental levels can also be

worked out from the respective analysis of

covariance tables as given below:

Step 3: Calculation of Correlation Coefficients
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After partitioning the variances and the

covariances into genotypic, phenotypic, and

environmental components, the next task is to

calculate the correlation coefficients among the

variables at the genotypic, phenotypic, and

environmental levels, which will be used in

path analysis. The usual formula for the correla-

tion coefficients as described in Chap. 9, Sect.

9.1.1 of Sahu (2007) is also used for obtaining

the correlation coefficients at different levels:

ryx1 ¼
Cov Y;X1ð Þgenffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

VðYÞgen � V X1ð Þgen
q ;

where Cov Y;X1ð Þgen ¼ covariance between Y and X1 at genotypic level,

VðYÞgen ¼ variance of the character Y at genotypic level,

V X1ð Þgen ¼ variance of the character X1 at genotypic level:

Similarly, the correlation coefficients at the

phenotypic and environmental levels can be

worked out by using the covariance and

variances at the phenotypic and environmental

levels, respectively. Thus, the correlation coef-

ficient at the genotypic, phenotypic, and envi-

ronmental levels for the characters leaf yield

and total shoot length can be worked out as

follows:

Correlation coefficients between leaf yield

and total shoot length

Genotypic level: ryx1 ¼
Cov Y;X1ð Þgenffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

VðYÞgen � V X1ð Þgen
q

¼ 2108:02ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
903:95� 18452:68

p

¼ 0:516;

Covariance component Yield/plant (Y) Shoot length (X1)

Fresh wt

of leaf (X2) Leaf area (X3)

Shoot length (X1) Genotypic σ̂gij

� �
2108.02

Phenotypic σ̂pij

� �
2115.78

Environmental σ̂eij
� �

7.75

Fresh weight

of leaf (X2)
Genotypic σ̂gij

� �
1346.68 1681.85

Phenotypic σ̂pij

� �
1344.68 1667.36

Environmental σ̂eij
� � �2.00 �14.49

Leaf area (X3) Genotypic σ̂gij

� �
609.77 1069.49 1451.58

Phenotypic σ̂pij

� �
608.64 1070.89 1452.16

Environmental σ̂eij
� � �1.12 1.41 0.59

Leaf

weight/m2 (X4)
Genotypic σ̂gij

� �
984.42 �1405.20 2757.10 927.09

Phenotypic σ̂pij

� �
982.31 �1392.70 2757.84 928.16

Environmental σ̂eij
� � �2.10 12.50 0.74 1.07
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Phenotypic level:

ryx1 ¼
Cov Y;X1ð Þphenffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

VðYÞphen � V X1ð Þphen
q

¼ 2115:78ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
916:09� 18608:19

p

¼ 0:512;

Environmental level:

ryx1 ¼
Cov Y;X1ð Þenvffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

VðYÞenv � V X1ð Þenv
p

¼ 7:75ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
12:14� 155:51

p

¼ 0:178:

Similarly, other correlation coefficients can

also be worked out as per the above formula

and are presented below:

Genotypic correlation

Y X1 X2 X3 X4

Y 1.000 0.516 0.757 0.804 0.474

X1 0.516 1.000 0.209 0.312 �0.15

X2 0.757 0.209 1.000 0.973 0.674

X3 0.804 0.312 0.973 1.000 0.532

X4 0.474 �0.15 0.674 0.532 1.000

Phenotypic correlation

Y X1 X2 X3 X4

Y 1.000 0.512 0.751 0.797 0.469

X1 0.512 1.000 0.206 0.311 �0.148

X2 0.751 0.206 1.000 0.972 0.674

X3 0.797 0.311 0.972 1.000 0.532

X4 0.469 �0.148 0.674 0.532 1.000

Environmental correlation

Y X1 X2 X3 X4

Y 1.000 0.178 �0.212 �0.284 �0.330

X1 0.178 1.000 �0.429 0.099 0.548

X2 �0.212 �0.429 1.000 0.190 0.150

X3 �0.284 0.099 0.190 1.000 0.513

X4 �0.330 0.548 0.150 0.513 1.000

Step 4: Path Coefficients Analysis

Using the above correlation matrices, path

coefficients at the genotypic, phenotypic, and

environmental levels can be worked out as per

the method described in Chap. 10. We present

below the tables for the direct and indirect effects

of path coefficient analyses at the genotypic,

phenotypic, and environmental levels (details

are provided in chapter path analysis):

Direct and indirect effects of the yield components on leaf

yield of mulberry

Genotypic path

Shoot length (X1) 0.323 �0.314 0.587 �0.080

Fresh weight of leaf

(X2)

0.068 �1.501 1.831 0.360

Leaf area

(X3)

0.101 �1.462 1.881 0.284

Leaf weight/m2

(X4)

�0.048 �1.012 1 0.534

Residual ¼ 0.2048

Phenotypic path

Shoot length (X1) 0.330 �0.241 0.492 �0.068

Fresh weight of leaf

(X2)

0.068 �1.166 1.537 0.312

Leaf area

(X3)

0.103 �1.133 1.581 0.246

Leaf weight/ m2

(X4)

�0.049 �0.785 0.841 0.463

Residual ¼ 0.2293

The direct and indirect effects are the diagonal and off-

diagonal elements, respectively.

Step 5: Calculation of Genetic Parameters

With the help of the variance–covariance

values of the characters under considerations at

the genotypic and phenotypic levels, we can

work out the genetic parameters like PCV,

GCV, broad sense heritability, and co-

heritability. From the above calculation of

analyses of variance and covariances, we have

the following:

A. Variance components of different

characters of mulberry

Variance component Yield/plant Shoot length Fresh weight of leaf Leaf area Leaf weight/m2

Genotypic σ̂2g

� �
903.95 18452.68 3496.70 635.89 4780.90

Phenotypic σ̂2p

� �
916.09 18608.19 3504.02 637.18 4784.24
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B. Covariance components among the

different characters of mulberry

C. Average performance with respect to

different characters in ten genotypes of

mulberry

(a) Phenotypic Coefficient of Variation (PCV)
Phenotypic coefficient of variation of any

character is given by PCV ¼ σ̂p
�x � 100,

where σ̂2
p
is the estimated phenotypic vari-

ance and �x is the arithmetic mean of the

character (X) under consideration. Thus, the
PCV for leaf yield per plant is

PCV ¼ σ̂p
�x � 100 ¼

ffiffiffiffiffiffiffiffiffiffi
916:09

p
184:71 � 100 ¼ 16:39;

similarly the phenotypic coefficient of varia-

tion for other characters also worked out

and is presented in the table of genetic

parameters.

(b) Genotypic Coefficient of Variation (GCV)
Genotypic coefficient of variation is given by

GCV ¼ σ̂g
�x � 100, where σ̂2

g
is the genotypic

variance and �x is the arithmetic mean of the

character (X) under consideration. Thus, the

GCV for leaf yield per plant is

GCV ¼ σ̂g
�x � 100 ¼

ffiffiffiffiffiffiffiffiffiffi
903:95

p
184:71 � 100 ¼ 16:28;

similarly the genotypic coefficient of varia-

tion for other characters also worked out.

(c) Broad Sense Heritability

Heritability in broad sense is given as

h2 ¼ σ̂2g
σ̂2p
, where the estimate of genotypic var-

iance is σ̂2g and that of phenotypic variance is

Genotype Leaf yield/plant Total shoot length Fresh wt of 100 leaves Unit leaf area Leaf weight/m2

1 158.67 347.07 94.37 56.80 149.27

2 192.43 638.30 190.14 106.58 162.90

3 195.62 457.95 86.42 61.44 131.46

4 211.23 364.48 226.96 106.39 361.28

5 202.29 557.77 170.02 96.44 161.12

6 205.42 432.66 216.51 109.41 175.59

7 217.63 695.60 159.28 92.73 158.73

8 170.28 258.89 161.25 93.94 154.63

9 117.58 382.73 49.12 35.36 116.15

10 176.00 432.82 108.15 72.46 136.57

Mean 184.71 456.83 146.22 83.15 170.77

Covariance

component Yield/plant (Y) Shoot length (X1)

Fresh weight

of leaf (X2) Leaf area (X3)

Shoot length (X1) Genotypic σ̂gij

� �
2108.02

Phenotypic σ̂pij

� �
2115.78

Fresh weight

of leaf (X2)
Genotypic σ̂gij

� �
1346.68 1681.85

Phenotypic σ̂pij

� �
1344.68 1667.36

Leaf area (X3) Genotypic σ̂gij

� �
609.77 1069.49 1451.58

Phenotypic σ̂pij

� �
608.64 1070.89 1452.16

Leaf

weight/m2 (X4)
Genotypic σ̂gij

� �
984.42 �1405.20 2757.10 927.09

Phenotypic σ̂pij

� �
982.31 �1392.70 2757.84 928.16
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σ̂2p. Thus, the broad sense heritability for leaf

yield is h2 ¼ σ̂2g
σ̂2p
¼ 903:95

916:09 ¼ 0:987; similarly

the broad sense heritability values for other

characters also worked out.

(d) Co-heritability
Co-heritability between two characters 1 and

2 is given as
σ̂g12
σ̂p12

, where σ̂g12 and σ̂p12 are the

estimates of genotypic and phenotypic

covariances between the characters 1 and 2,

respectively. Thus, the co-heritability

between the leaf yield and the total shoot

length is
σ̂g12
σ̂p12

¼ 2108:02
2115:78 ¼ 0:996; similarly the

co-heritability values among the other

characters also worked out.

(e) Genetic Advance/Gain

Genetic gain or advance is GA ¼ k:h2:σ̂p,
where k is the standardized selection differ-

ential, h2 is the broad sense heritability, and

σ̂p is the estimated phenotypic standard devi-

ation of the character concerned. Thus, at

5% (say) selection intensity, the genetic

advance for the character leaf yield per

plant is GA ¼ k:h2:σ̂p ¼ 2:06� 0:987

�30:267 ¼ 61:54; similarly the genetic

advance orgain values for the other

characters also worked out.

Sometimes it is customary to present the

genetic gain or advance values as percentage

over mean. As such the genetic advance of

leaf yield per plant at percentage over mean

is 61:54
184:71 � 100 ¼ 33:32:

All the above genetic parameters, namely,

phenotypic and genotypic coefficients of var-

iation, broad sense heritability, and genetic

advance, for the characters are presented in

the following table.

Table of genetic parameters

The above analysis can be made using the

SPAR1 software, and the output is as follows:

ANALYSIS OF VAR COV

Source D.F. MEAN SUM OF SQ F-VALUE

CHARACTERS 1 1

REP 2. 0.63750000E+01 0.52527020E+00

TRET 9. 0.27239976E+04 0.22444470E+03

EROR 18. 0.12136610E+02 0.10000000E+01

CHAR 1 TREATMENT MEANS

158.67 192.43 195.62 211.23 202.29 205.42 217.63 170.28 117.58 176.00

S.E. OF DIFF BET TWO MEANS¼ 0.28444810E+01

GRAND MEAN¼ 184.7133 COEFF. OF VARIATION¼ 1.8860

(continued)

Genetic parameter Yield/plant Shoot length

Fresh weight

of leaf Leaf area Leaf weight/m2

Phenotypic coefficient

of variation

16.39 29.86 40.48 30.36 40.50

Genotypic coefficient

of variation

16.28 29.74 40.44 30.33 40.49

Broad sense heritability 0.99 0.99 1.00 1.00 1.00

G. A./gain 61.54 278.66 121.69 51.89 142.39

G.A. as percent over mean 33.32 61.00 83.22 62.40 83.38

Co-heritability Yield/plant Shoot length

Fresh weight

of leaf Leaf area

Shoot length 0.999

Fresh weight of leaf 0.999 0.991

Leaf area 0.998 1.00 0.999

Leaf weight/m2 0.998 0.991 0.999 0.998
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(continued)

CHARACTERS 1 2

REP 2. -0.51250000E+01 -0.66090170E+00

TRET 9. 0.63318242E+04 0.81652940E+03

EROR 18. 0.77545573E+01 0.10000000E+01

CHARACTERS 1 3

REP 2. -0.60937500E+01

TRET 9. 0.40380395E+04 -0.20166130E+04

EROR 18. -0.20023872E+01 0.10000000E+01

CHARACTERS 1 4

REP 2. -0.80312500E+01 0.71499230E+01

TRET 9. 0.18281736E+04 -0.16275550E+04

EROR 18. -0.11232639E+01 0.10000000E+01

CHARACTERS 1 5

REP 2. -0.18125000E+01 0.86138610E+00

TRET 9. 0.29511528E+04 -0.14025280E+04

EROR 18. -0.21041667E+01 0.10000000E+01

CHARACTERS 2 2

REP 2. 0.18950000E+03 0.12185810E+01

TRET 9. 0.55513538E+05 0.35698030E+03

EROR 18. 0.15550868E+03 0.10000000E+01

CHAR 2 TREATMENT MEANS

347.07 638.30 457.95 364.48 557.77 432.66 695.60 258.89 382.73 432.82

S.E. OF DIFF BET TWO MEANS¼ 0.10181970E+02

GRAND MEAN¼ 456.8277 COEFF. OF VARIATION¼ 2.7298

CHARACTERS 2 3

REP 2. 0.44625000E+02 -0.30790610E+01

TRET 9. 0.50310556E+04 -0.34713560E+03

EROR 18. -0.14493056E+02 0.10000000E+01

CHARACTERS 2 4

REP 2. 0.97500000E+01 0.69392230E+01

TRET 9. 0.32098704E+04 0.22845140E+04

EROR 18. 0.14050564E+01 0.10000000E+01

CHARACTERS 2 5

REP 2. 0.21375000E+02 0.17106240E+01

TRET 9. -0.42031020E+04 -0.33637080E+03

EROR 18. 0.12495443E+02 0.10000000E+01

CHARACTERS 3 3

REP 2. 0.14406250E+02 0.19672830E+01

RET 9. 0.10497424E+05 0.14335030E+04

EROR 18. 0.73229167E+01 0.10000000E+01

CHAR 3 TREATMENT MEANS

94.37 190.14 86.42 226.96 170.02 216.51 159.28 161.25 49.12 108.15

S.E. OF DIFF BET TWO MEANS¼ 0.22095120E+01

GRAND MEAN¼ 146.2210 COEFF. OF VARIATION¼ 1.8507

CHARACTERS 3 4

REP 2. 0.84375000E+01 0.14421360E+02

TRET 9. 0.43553160E+04 0.74441010E+04

EROR 18. 0.58506944E+00 0.10000000E+01

CHARACTERS 3 5

REP 2. 0.59687500E+01 0.80186590E+01

TRET 9. 0.82720391E+04 0.11112990E+05

EROR 18. 0.74435764E+00 0.10000000E+01

(continued)
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(continued)

CHARACTERS 4 4

REP 2. 0.10195312E+02 0.79070940E+01

TRET 9. 0.19089577E+04 0.14805140E+04

EROR 18. 0.12893880E+01 0.10000000E+01

CHAR 4 TREATMENT MEANS

56.80 106.58 61.44 106.39 96.44 109.41 92.73 93.94 35.36 72.46

S.E. OF DIFF BET TWO MEANS¼ 0.9271418

GRAND MEAN¼ 83.1543 COEFF. OF VARIATION¼ 1.3655

CHARACTERS 4 5

REP 2. 0.25781250E+01 0.24185670E+01

TRET 9. 0.27823507E+04 0.26101530E+04

EROR 18. 0.10659722E+01 0.10000000E+01

CHARACTERS 5 5

REP 2. 0.26250000E+01 0.78535250E+00

TRET 9. 0.14346037E+05 0.42920750E+04

EROR 18. 0.33424479E+01 0.10000000E+01

CHAR 5 TREATMENT MEANS

149.27 162.90 131.46 361.28 161.12 175.59 158.73 154.63 116.15 136.57

S.E. OF DIFF BET TWO MEANS¼ 0.14927490E+01

GRAND MEAN¼ 170.7700 COEFF. OF VARIATION¼ 1.0706

ENVIRONMENTAL CORR

1 1.000 0.178 �0.212 �0.284 �0.330

2 0.178 1.000 �0.429 0.099 0.548

3 �0.212 �0.429 1.000 0.190 0.150

4 �0.284 0.099 0.190 1.000 0.513

5 �0.330 0.548 0.150 0.513 1.000

GENOTYPIC CORRELATIONS

1 1.000 0.516 0.757 0.804 0.474

2 0.516 1.000 0.209 0.312 �0.150

3 0.757 0.209 1.000 0.973 0.674

4 0.804 0.312 0.973 1.000 0.532

5 0.474 �0.150 0.674 0.532 1.000

PHENOTYPIC CORRELATIONS

1 1.000 0.512 0.751 0.797 0.469

2 0.512 1.000 0.206 0.311 �0.148

3 0.751 0.206 1.000 0.972 0.674

4 0.797 0.311 0.972 1.000 0.532

5 0.469 �0.148 0.674 0.532 1.000

HERITABILITY VALUES

0.987 0.992 0.998 0.998 0.999

GENETIC ADVANCE VALUES (K¼2.06)

61.52 278.66 121.69 51.89 142.39

COEFF. OF VARIATION (GENO)

16.28 29.74 40.44 30.33 40.49

COEFF. OF VARIATION (PHENO)

16.39 29.86 40.48 30.36 40.50

(continued)
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11.3 Path Analysis

In agriculture and allied fields, including social

sciences, the researchers come across with a

number of variables at a time, in which different

variables are not only related with response

variables but also related among themselves. As

such, the degree of association which we

measured through the correlation coefficient

may not provide the actual intensity of relation-

ship because other variables might have

influenced both variables under consideration.

For example, the paddy yield is governed by

different yield components like the number of

hills per square meter, the number of tillers per

hill, the number of panicle bearing tillers per hill,

the length of panicle, and the number of grains

per panicle. All these components are influencing

the yield. The yield components are not only

individually correlated with yield but also

correlated among themselves. Similarly, while

studying the physical fitness of human being,

one considers the body characteristics like height

and body weight of body, leg length, and BMR.

In socioeconomic studies, the social status of a

person is influenced by his/her age, education,

family size, income, expenditure, involvement in

social program, etc.

As the variables/characters are correlated not

only with the response variable but also among

themselves, the question arises on how to work

out the direct influence of a particular variable/

character on the response variable/character and

the effects of the variable/character through other

variables/characters because of their interrela-

tionship. Path coefficient analysis is one of the

possible answers. In a path coefficient analysis,

there are at least two groups of variables: the

independent or exogenous variables and the

dependent or endogenous variables. Path coeffi-

cients indicate the direct and indirect effects of

the variables on another variable. A path diagram

is a flowchart to represent the direction of effects

of different variables on the dependent variables

(Fig. 11.1).

In the above diagram, X1, X2, and X3 are the

exogenous independent variables, and X4 and X5

are the endogenous dependent variables. Here

the variable X5 is dependent not only on X4 but

also on the independent variables X1, X2, and X3.

Similarly, the dependent variable X4 is dependent

on X1, X2, and X3. The direction of arrows

indicates the response variable by the causal

variables. It may be noted that there may be

both-way arrows among the exogenous indepen-

dent variables, but there are one-way arrows

from the exogenous independent variables to

the endogenous variables. Thus, for X5, the vari-

able X4 is independent but it is not exogenous.

The both-way arrows mean the variables are

related among themselves.

(continued)

PATH ANALYSIS

VARIABLES FOR PATH ANALYSIS (FIRST DEPENDENT)

1 2 3 4 5

GENETIC ADVANCE¼ 0.54798203E+02

GENOTYPIC PATH

MATRIX OF DIRECT AND INDIRECT EFFECTS

DIRECT EFFECTS ON MAIN DIAGONAL

2 0.323 �0.314 0.587 �0.080

3 0.068 �1.501 1.831 0.360

4 0.101 �1.462 1.881 0.284

5 �0.048 �1.012 1.000 0.534

RESIDUAL¼ 0.2048

PHENOTYPIC PATH

MATRIX OF DIRECT AND INDIRECT EFFECTS

DIRECT EFFECTS ON MAIN DIAGONAL

2 0.330 �0.241 0.492 �0.068

3 0.068 �1.166 1.537 0.312

4 0.103 �1.133 1.581 0.246

5 �0.049 �0.785 0.841 0.463

RESIDUAL¼ 0.2293
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The correlation between the response variable

and any component variable (causal variable)

can be looked upon as the additive effect of the

direct and indirect effects of the causal variables.

If ai and bi0 i 6¼ i0 ¼ 1; 2; . . . . . . ; kð Þ are the direct
and indirect effects of the ith variable in a system

of (k + 1) variables, then ai þ
Pk

i 6¼i0¼1

bi0 ¼ rxiy,

where ai is the direct effect of the ith causal

variable on the response variable y and bi0s are

the indirect effects of the ith causal variable on

the response variable via the i0th causal variable

(other than the ith variable).

In this fashion, each of the k number of indi-

vidual correlation coefficients of causal variables

with the response variable can be partitioned into

the additive effect of the direct effect of the

respective variables and the sum of the indirect

effects of the other variables:

rx1y ¼ a1 þ b2 þ b3 þ b4 þ � � � � � � � � � þ bk
rx2y ¼ b1 þ a2 þ b3 þ b4 þ � � � � � � � � � þ bk
rx3y ¼ b1 þ b2 þ a3 þ b4 þ � � � � � � � � � þ bk

:

:
rxky ¼ b1 þ b2 þ b3 þ � � � � � � � � � þ ak

Path analysis is the method of studying the

direct and indirect effects of the variables on the

response variables. But it is not directed towards

discovering the causes of a response.

11.3.1 Calculation of Path Coefficient

Generally the path coefficients are denoted by pij
(a, in our earlier notation), where i denotes for

the dependent/response variable and j for the

independent/causal variable and is defined as

the ratio of the standard deviations due to a

given cause to the total standard deviation of

the response, that is, pij ¼ σj
σi
.

Let us have four variables situation in which

X1, X2, and X3 are the independent variables and

X4 is the dependent variable. So the variation X4

is supposed to be explained by X1, X2, and X3 and

an unexplained portion R (Fig. 11.2).

Thus, we have X4 ¼ X1 + X2 + X3 + R. So

the correlation coefficients of X4 with that of

X1, X2, X3, and R are given as

X1

X2 X4r13
r23 r34

r24

r14

r12

X3 R

Fig. 11.2 Path diagram of one dependent and three correlated causal variables along with the residual part

X1

X5
X2 X4

X3

Fig. 11.1 Path diagram with two dependent and three independent variables
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r14 ¼ Cov x1,x4ð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V x1ð ÞV x4ð Þp ¼ Cov x1,x1 þ x2 þ x3 þ Rð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

V x1ð ÞV x4ð Þp
¼ Cov x1,x1ð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

V x1ð ÞV x4ð Þp þ Cov x1,x2ð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V x1ð ÞV x4ð Þp þ Cov x1,x3ð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

V x1ð ÞV x4ð Þp þ Cov x1,Rð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V x1ð ÞV x4ð Þp

¼ V x1ð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V x1ð ÞV x4ð Þp þ r12

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V x1ð ÞV x2ð Þpffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

V x1ð ÞV x4ð Þp þ r13
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V x1ð ÞV x3ð Þpffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

V x1ð ÞV x4ð Þp þ 0

¼ σ1
σ4

þ r12σ2
σ4

þ r13σ3
σ4

¼ p41 þ r12p42 þ r13p43:

Note: Cov x1, Rð Þ is assumed to be zero, and p41,
p42, and p43 are the path coefficients of X1, X2,

and X3, respectively.

Following the same procedure, we have

r24 ¼ Cov x2; x4ð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V x2ð ÞV x4ð Þp ¼ Cov x2; x1 þ x2 þ x3 þ Rð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

V x2ð ÞV x4ð Þp ¼ p41r12 þ p42 þ p43r23;

r34 ¼ Cov x3; x4ð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V x3ð ÞV x4ð Þp ¼ Cov x3; x1 þ x2 þ x3 þ Rð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

V x3ð ÞV x4ð Þp ¼ p41r13 þ p42r23 þ p43;

and rR4 ¼ Cov R; x4ð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
VðRÞV x4ð Þp ¼ Cov R; x1 þ x2 þ x3 þ Rð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

VðRÞV x4ð Þp
¼ Cov R; x1ð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

V x1ð ÞVðRÞp þ Cov R; x2ð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
VðRÞV x4ð Þp þ Cov R; x3ð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

VðRÞV x4ð Þp þ Cov R;Rð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
VðRÞV x4ð Þp

¼ 0ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
VðRÞV x4ð Þp þ 0ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

VðRÞV x4ð Þp þ 0ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V x1ð ÞV x4ð Þp þ VðRÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

VðRÞV x4ð Þp
¼ 0þ 0þ 0þ C

¼ CðsayÞ ðsince covariance between the variables and the residual R is assumed to be zeroÞ:

Thus, the three correlation coefficients of the

three independent variables X1, X2, and X3 with

X4 are

r14 ¼ p41 þ r12p42 þ r13p43;

r24 ¼ p41r12 þ p42 þ p43r23;

r34 ¼ p41r13 þ p42r23 þ p43:

In matrix notation, the above three simulta-

neous equations can be written as

r14

r24

r34

0
B@

1
CA ¼

r11 r12 r13

r21 r22 r23

r31 r32 r33

0
B@

1
CA

p41

p42

p43

0
B@

1
CA

�A �B �P ðsayÞ

Thus; �A ¼ �B� �P

or �B
�1 � �A ¼ �B

�1 � �B� �P

or �P ¼ �B
�1 � �A:

Given a set of observations for a number of

independent variables and a dependent variable,

the matrices A and B can be framed with the

correlation coefficients among the variables.
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The inverse matrix B�1 can be worked out fol-

lowing the method of matrix inversion. The

inversion of matrix is available in the commonly

used MS Excel subprogram of the MS Office

software also. In Example 1, we shall demon-

strate how, with the help of the MS Excel soft-

ware, path analysis can be done.

11.3.2 Calculation of Residual

Once the path coefficient values corresponding to

different independent variables are worked out,

the next problem lies in estimating the residual

(R), that is, the unexplained part of the model.

We have assumed that X4 ¼ X1 + X2 + X3 + R

or σ24 ¼ σ2 X1 þ X2 þ X3 þ Rð Þ
¼ σ21 þ σ22 þ σ23 þ σ2R þ 2σ12 þ 2σ13 þ 2σ23,where; σ21; σ22; σ

2
3; and σ2R are the variance of the

X1; X2; X3 variables and residual and σijði 6¼ j ¼ 1,2,3Þ is the covariance between Xi and Xj

ðcovariances between the variables and the residual are assumed to be zeroÞ
¼ σ21 þ σ22 þ σ23 þ σ2R þ 2r12σ1σ2 þ 2r13σ1σ3 þ 2r23σ2σ3;

or σ24 ¼ σ21 þ σ22 þ σ23 þ σ2R þ 2r12σ1σ2 þ 2r13σ1σ3 þ 2r23σ2σ3;

σ24
σ24

¼ σ21 þ σ22 þ σ23 þ σ2R þ 2r12σ1σ2 þ 2r13σ1σ3 þ 2r23σ2σ3
σ24

;

1 ¼ σ21
σ24

þ σ22
σ24

þ σ23
σ24

þ σ2R
σ24

þ 2r12σ1σ2
σ24

þ 2r13σ1σ3
σ24

þ 2r23σ2σ3
σ24

¼ p241 þ p242 þ p243 þ p24R þ 2r12p41p42 þ 2r13p41p43 þ 2r23p24p34

; p24R ¼ 1� p241 þ p242 þ p243 þ 2r12p41p42 þ 2r13p41p43 þ 2r23p42p43
� �

:

For the k number of independent variables, the

generalized formula for getting residual will be

p2yR ¼ 1�
Xk
j¼1

p2yj � 2
Xk Xk

j<j0
rjj0pyjpyj0 ;

where pyj; pyj0 are the path coefficients of jth and j0th variables; respectively,

and rjj0
0s are the correlation coefficients among the independent variables:

11.3.3 Types of Path Coefficients

Using the variances and covariances at the phe-

notypic, genotypic, and environmental levels, the

correlation coefficients among the variables at

the respective levels can also be worked out.

From the correlation coefficients, one can work

out the path coefficients at the phenotypic, geno-

typic, and environmental levels also. The analy-

sis of correlation and path coefficients at the

phenotypic, genotypic, and environmental levels

gives an indication about the genetic architecture

and their interrelationships among the characters.

Interpretation of Path Coefficients

1. Value of the residual: If the value of the resid-

ual is substantial, then the question is whether

or not the variables/characters under consid-

eration are sufficient to explain the variations

in the dependent variable/character. If one
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gets a residual of 0.40, then it is quite clear

that only 60% variation in the response vari-

able can be explained by the variables/

characters under consideration and 40% vari-

ation in the response variable/character will

remain unexplained. Are we satisfied? It is

very difficult to answer such. Actually the

decision norm is governed by several factors

like the type of experiment and material being

handled and the situation of the experimenta-

tion. In agronomic field trials, one may be

satisfied with 0.30 residual value; in labora-

tory experiment, one may be satisfied with a

residual less than 0.10; on the other hand, in

medical research, one may be satisfied with a

residual less than 0.001 or so.

2. When the path coefficient value, that is, the

direct effect of the causal character/variable,

is almost equal to that of the correlation

coefficients between them, the correlation

coefficient presents the true picture of linear

association between the response variable/

character and the independent causal character.

3. When the direct effect is negligible or nega-

tive but the correlation coefficient between the

causal variable/character is positive and sig-

nificant, then the indirect effects are the cause

of such correlation coefficients. In this situa-

tion, it is better to consider the other causal

variables/characters rather than this variable/

character.

4. When the direct effect is high and positive but

the correlation coefficient is negative or neg-

ligible, then the indirect effects are the cause

of such correlation. It is better to restrict the

undesirable characters.

5. When both the direct effect and the correla-

tion coefficient are negligible or negative,

then one should discard such characters or

variables.

Example 11.3. The following data give the yield

(Y) corresponding to four yield components (X1,

X2, X3, X4) for a certain agricultural crop. Work

out the path of correlations of yield with the yield

components.

Y X1 X2 X3 X4 Y X1 X2 X3 X4

99.56 6.60 4.07 8.20 8.20 121.87 6.40 6.62 7.40 8.60

89.23 7.20 3.82 4.80 5.20 102.06 6.20 6.52 6.60 7.20

98.76 8.00 3.63 7.20 7.40 119.68 6.60 6.01 10.20 6.60

136.33 4.20 5.83 8.80 7.40 133.12 5.80 6.22 9.40 8.00

153.12 5.20 5.42 8.20 7.20 129.70 6.20 6.14 9.60 6.80

135.05 4.40 5.62 10.20 6.20 64.84 3.20 5.73 8.20 5.20

93.86 6.20 6.44 6.20 7.20 65.37 3.20 5.04 7.80 4.40

98.08 5.80 5.40 8.60 5.40 61.28 2.80 5.40 9.20 5.20

102.06 5.80 5.50 6.60 5.20 81.32 2.80 7.08 7.20 5.40

82.31 4.20 6.90 8.20 4.00 73.59 2.60 6.32 10.20 5.00

65.37 4.60 6.69 7.40 6.60 71.89 3.60 6.27 7.40 7.40

69.37 4.40 7.12 9.20 5.00 58.33 2.80 7.08 9.20 8.20

69.17 3.60 5.78 9.40 6.00 60.25 3.00 6.43 8.40 6.20

59.24 3.20 5.35 8.60 6.20 49.72 3.20 6.20 6.80 5.20

63.59 3.20 5.45 8.80 4.40 80.94 3.40 6.51 8.40 4.20

61.11 4.20 5.97 8.20 7.20 78.64 2.60 8.32 9.20 4.00

59.69 3.80 7.32 7.40 6.20 83.21 3.00 7.29 6.60 3.60

53.20 4.00 7.19 6.80 5.80 57.38 2.80 5.88 9.60 4.40

83.53 5.20 5.49 10.20 4.40 60.12 2.80 5.38 8.20 4.20

79.11 5.40 4.72 8.40 5.20 61.09 3.40 5.49 9.20 3.20

70.13 4.60 4.82 7.60 4.20 49.86 3.80 7.04 8.80 5.20

129.21 8.00 3.12 9.20 5.20 57.15 3.20 6.88 7.40 3.40

(continued)
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Solution. From the given data, we calculate the

following correlation coefficient and prepare the

correlation table.

From the above correlation table, we have the

following correlation matrices:

B
~

1:0000 �0:5945 �0:0580 0:4085

�0:5945 1:0000 �0:0826 �0:0447

�0:0580 �0:0826 1:0000 �0:0360

0:4085 �0:0447 �0:0360 1:0000

0
BBB@

1
CCCA

0:6861

�0:2977

0:1929

0:4559

0
BBB@

1
CCCA

A
~

2:0328612 1:1896280 0:1884937 �0:7704334

1:1896280 1:7053523 0:1954023 �0:4026777

0:1884937 0:1954023 1:0259480 �0:0313676

�0:7704334 �0:4026777 �0:0313676 1:2955812

0
BBB@

1
CCCA

The inverse matrix of B, that is, B
~

�1.

So P
~
¼ A

~
:B
~

�1 is given by

0:725755792

0:162659179

0:254770092

0:175887089

0
BBB@

1
CCCA.

Now the direct and indirect effects of different

yield components are given as follows:

Table of path coefficients

Y X1 X2 X3 X4

Y 1.0000 0.6861 �0.2977 0.1929 0.4559

X1 0.6861 1.0000 �0.5945 �0.0580 0.4085

X2 �0.2977 �0.5945 1.0000 �0.0826 �0.0447

X3 0.1929 �0.0580 �0.0826 1.0000 �0.0360

X4 0.4559 0.4085 �0.0447 �0.0360 1.0000

(continued)

Y X1 X2 X3 X4 Y X1 X2 X3 X4

117.29 8.20 4.16 8.80 6.20 52.98 3.40 6.26 7.20 5.00

121.30 7.80 3.63 10.20 5.40 97.58 4.60 7.42 8.20 4.00

121.38 5.60 6.76 8.20 10.20 93.69 3.80 6.43 7.40 5.00

ryx X1 X2 X3 X4

ry1 ¼0.6861 0.72575579 �0.09669818 �0.014779644 0.071848

ry2 ¼�0.2977 �0.431449783 0.16265918 �0.021045259 �0.007860

ry3 ¼0.1929 �0.042102321 �0.01343644 0.254770090 �0.006320

ry4 ¼0.4559 0.296462008 �0.00727221 �0.009161656 0.175890

Note: Diagonal elements are the direct effects and the off-diagonal elements are the indirect effects.
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The indirect path coefficients are obtained

by multiplying each element of the row

concerned in matrix B (correlation matrix) by

the respective elements of the P matrix. Thus,

the indirect effect of X1 through X2 on Y is

– 0.5945 � 0.1626 ¼ �0.096698.

The diagonal elements of the table are the

direct effects, whereas the off-diagonal elements

are the indirect effects. It may be noted that the

sum of the direct and indirect effects of any

character is equal to its correlation coefficients

with the response variables.

The residual is worked with the help of the

formula

R2 ¼ 1�
h
p2y1 þ p2y2 þ p2y3 þ p2y4 þ 2r12py1py2

þ 2r13py1py3 þ 2r14py1py4 þ 2r23py2py3

þ 2r24py2py4 þ 2r34py3py4

i
¼ 0:42113:

Thus, from the above analysis, it is clear that

the yield-contributing characters considered in

the example are efficient enough to explain as

much as 58% variation in the response variable.

Character one (X1) has high positive direct

effect commensurating with high positive corre-

lation coefficient; hence, this character may be

utilized for direct selection. On the other hand,

the negative correlation and positive direct

effect of the character two X2 are mainly

attributed by the indirect effect of X2 via X1.

The other characters though have low positive

correlation coefficients but are associated with

positive direct effects; hence, these cannot be

ignored during selection.

With the help of the MS Excel program, how

one can work out the path coefficients is

presented in the following example.

Example 11.4. Data given in the example are

pertaining to the yield and three yield

components per plant in six different varieties.

We are to find out the path coefficients for yield

per plant on other characters.

Solution. Weare providedwith replicated data of

four characters, including yield per plant for six

varieties. One can use the variance–covariance

analysis to get the correlation at the phenotypic,

genotypic, and environmental levels. But for this

particular example, we shall consider the path

coefficient from simple correlations considering

that there is 6 � 3 ¼ 18 number of observations

per character. In a stepwise manner, we shall

demonstrate how path analysis can be done

using the MS Excel program in the MS Office

software.

Var no Replication

Yield Branch no Test wt Pod/plant

Ch1 Ch2 Ch3 Ch4

1 1 14.5 1.8 34 27.2

2 13.8 2.6 32.8 29.2

3 14.8 2.8 35.1 18.6

2 1 14.9 2.9 38.3 24.8

2 15.8 2.3 38.5 23.6

3 17.3 3.2 40.2 17.4

3 1 15.1 2.8 48.5 25.2

2 15.2 3.1 45.3 28.8

3 16.3 3.3 45.2 25.6

4 1 15.7 2 36.2 29.2

2 16.5 2.5 38.1 18.4

3 17.5 3.1 44.2 24.8

5 1 17.6 3.3 46.1 24.8

2 17.1 3.5 55.3 22.2

3 18.3 3 58.6 20.2

6 1 17.2 3.7 60.8 20.8

2 17.3 3.4 62 20.2

3 18.5 4.1 59.4 28
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Step 1: Calculation of Correlation Coefficients

1. Go to Tools menu and click Data Analysis

submenu.

2. From Data Analysis submenu, select

Correlation.

3. Select the input–output ranges, label, etc., as

shown in the figure below:

Slide 11.1: Step 1, showing the data and selection of Correlation from Data Analysis submenu using MS Excel
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4. Click OK, then correlation table will appear as

shown below:

Slide 11.2: Step 2, showing the data and selection of input range and other options from Correlation of Data Analysis

submenu using MS Excel

Slide 11.3: Step 3, showing output from Correlation of Data Analysis submenu using MS Excel
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Arrange the above correlation table as given

below:

Y Ch1 Ch2 Ch3

0.669 1.000 0.773 �0.200

0.740 0.773 1.000 �0.221

�0.374 �0.200 �0.221 1.000

A
~

B
~

Step 2: Invert the Correlation Coefficients

Matrix �B

1. Go to insertmenu and click function button.

2. Select MINVERSE option from the list.

3. Select the range of the matrix to be inverted,

that is, �B here.

Slide 11.4: Step 4, showing the selection of matrix inverse option from function submenu of MS Excel
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4. Clicking OK will give us the option given below:

Slide 11.6: Step 4, showing the matrix inverse output option from function submenu of MS Excel

Slide 11.5: Step 4, showing the selection of matrix inverse range option from function submenu of MS Excel
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Select the range of cells where the inverse

matrix is to be written as shown above.

5. Pressing F2 followed by Ctrl+Shift+Enter

will give us the inverted matrix as given

below:

Step 3: Multiplication of �A and �B
�1 Matrix and

Formation Path Coefficient Matrix

1. Go to Insert Function submenu and select

MMULT option as given below:

Slide 11.8: Step 5, showing the matrix multiplication option from Insert Function submenu of MS Excel

Slide 11.7: Step 4, showing the matrix inverse output total from function submenu of MS Excel
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2. Select the ranges of the matrices in order in

the specified boxes as shown below:

3. Select the range where the product matrix is to

be written and click OK.

4. Then press F2 followed by Ctrl+Shift+Enter.

This will give the product of the matrices, that

is, matrix P
~
of the direct effects as shown

below in the shaded cells:

Slide 11.9: Step 5, showing the matrix multiplication range option from Insert Function submenu of MS Excel

Slide11.10: Step 5, showing the matrix multiplication output from Insert Function submenu of MS Excel
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Step 4: Calculation of Indirect Effects

The indirect effects of different factors are

calculated with the help of the following formula:

r1y ¼ py1 þ py2r12 þ py3r13 ¼ 0:225134þ ð0:51855� 0:773Þ þ ð�0:2146Þ � ð�0:2Þð Þ
¼ 0:225134þ 0:4008þ 0.04292,

r2y ¼ py1r12 þ py2 þ py3r23 ¼ 0:225134� 0:773þ 0:51855þ ð�0:2146Þ � ð�0:221Þ
¼ 0:174þ 0:51855þ 0.0474,

r3y ¼ py1r13 þ py2r23 þ py3 ¼ 0:225134� ð�0:2Þ þ 0:51855 � ð�0:221Þ � 0:2146

¼ �0:045� 0:11459� 0:2146:

Thus; r1y ¼ 0:225134þ 0:4008þ 0.04292,

where 0.4008 and 0.04292 are the indirect effects

of X1 via X2, and X3, respectively. Similarly, the

indirect effects of other variables can also be

worked out.

Step 5: Calculation of Residual

Residual value is calculated using the above

path and correlation coefficients that we have

already calculated using the following

relationship:

R2 ¼ 1�
h
p2y1 þ p2y2 þ p2y3 þ 2r12py1py2

þ 2r13py1py3 þ 2r23py2py3

i
¼ 0:385:

The procedure for the calculation of path anal-

ysis at the phenotypic and genotypic levels using

SPAR1 has been presented in Example 2.

11.4 Stability Analysis

One of the major tasks before releasing a

genotype, or a variety for cultivation, or a tech-

nology at a farmers field is to judge its perfor-

mance under varied situations. Multi-situational,

multilocational, or multi-seasonal or all trials are

conducted to understand the adaptability and

the performance of the genotypes, the varieties,

or the technology under different situations.

Multi-situational/multilocational/multi-seasonal

(environments) trials are conducted to oversee

the stability in the performance of the varieties

or the genotypes. When the interaction effects

between the treatments and the environment is

nonsignificant it implies the consistency of the

treatment concerned over varied range of

environments. But when this interaction becomes

significant, then measuring the stability comes

into mind, to find out the environment suitable

for specific treatments.

Measuring the stability, mostly related to

genotypic stabilities, has been worked out taking

the environmental indices as the indicator and

using the regression technique. Several measures

are in literature; among these, Eberhart and

Russell (1966) model is mostly used. But the

methods of Yates and Cochran (1938), Comstock

and Robinson (1952), Wricke (1962), Perkins

and Jinks (1968), Freeman and Perkins (1971),

etc., are also found to have been used. For details

of these studies, readers may consult Agriculture

and Applied Statistics II by Sahu and Das (2009).
However, here we shall discuss Eberhart and

Russell (1966) model.

11.4.1 Eberhart and Russell Model

According to this method,
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Yij ¼ μi þ βiEj þ δij; i ¼ 1,2, . . . . . . t genotypes and j ¼ 1,2, . . . l situations or locations,

where Yij ¼ mean of ith genotype in jth situations,

μi ¼ mean of the ith genotype over all the situation;

βi ¼ regression coefficient ith genotype on the environmental indices,

Ej ¼ Environmental index for jth situation,

δij ¼ Deviation of the regression of ith genotype on the environmental indices:

The environmental index is defined as

Ej ¼
Pt
i¼1

Yij

t
�

Pt
i¼1

Pl
j¼1

Yij

tl
for

Xl
j¼1

Ej ¼ 0:

The environmental index is an index to mea-

sure the capabilities of different environments

under the given condition. In Eberhart and

Russell model, there are two stability parameters,

namely, (1) the regression coefficient and (2) the

mean squared deviation from the regression.
1. The regression coefficient βið Þ is the regres-

sion of the performance of each genotype

under different environments on environmen-

tal average over all the genotypes. This model

considers bi as a measure of responsiveness,

and accordingly a genotype having the regres-

sion coefficient unity (i.e., bi ¼ 1) is aver-

agely responsive. A regression coefficient

less than unity means that the genotype is

less responsive to environmental factors like

nutrient status, soil status, and plant situation.

On the other hand, the regression coefficient

greater than unity for a genotype indicates

high responsiveness of the genotype towards

environmental factors. This type of genotypes

generally performs well under rich environ-

mental conditions. On the other hand, the

other groups of genotype for which b < 1

are suitable for poor environmental

conditions.

2. The mean square deviation �S2di

� �
from the

regression is given as

�S2di ¼

Pl
j¼1

δ2ij

l� 2ð Þ �
S2e
r
;

where

Xl
j¼1

δ2ij ¼
Xl
j¼1

Y2
ij �

Y2
i:

t

" #
�

Pl
j¼1

YijEj

 !2

Pl
j¼1

E2
j

and S2e is the estimate of a pooled error.

A stable genotype is one which has �S2di ¼ 0.

Thus, when the null hypothesis H0 : S
2
di
¼ 0 is

accepted, then the genotype is stable, and when

the null hypothesis is rejected, then it is less

stable. Actually, while testing the above null

hypothesis, δ2ij is compared against S2e through

F-test.

Thus, using both stability parameters, it can
be concluded that for a genotype to be stable, the

regression coefficient should be in unity with the

mean square deviation �S2di

� �
not significantly

different from zero. Genotype means are also

considered while selecting the best stable suit-

able genotype (Table 11.3).
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Example 11.5. The following table gives the yield

(q/ha) for eight varieties of wheat tested in four

locations to study the yield stability of the varieties.

Analyze the data, and using Eberhart–Russell

model, find out the best stable variety.

The following is the analysis as per

Eberhart–Russell model using the statistical soft-

ware SPAR1: Environment wise analysis

Table 11.3 Inference drawn under different situation with respect to stability

Sl No. Means Regression coefficient (bi) S2di Inference

1 �gi > �y bi ¼ 1 Nonsignificant Widely adapted stable genotype

2 �gi < �y Do Do Stable genotype adapted for poor environment

3 �gi > �y bi > 1 Do Above-average stable genotype adapted for rich

environment

4 �gi > �y bi < 1 Do Below-average stable genotypes suitable for poor

environment

5 �gi > �y bi < 1 Significant Unstable genotype

Variety Rep

Location

E1 E2 E3 E4

V1 R1 88.59 21.24 92.84 98.96

R2 100.84 35.53 94.88 101.00

R3 94.71 47.78 92.84 101.00

V2 R1 98.80 62.06 96.92 98.96

R2 84.51 68.18 96.92 101.00

R3 70.22 94.71 94.88 101.00

V3 R1 82.47 45.73 90.80 101.00

R2 35.53 11.04 86.71 84.67

R3 86.55 53.90 90.80 98.96

V4 R1 98.80 88.59 96.92 98.96

R2 51.86 49.82 90.80 92.84

R3 80.43 88.59 96.92 101.00

V5 R1 31.45 14.10 88.76 92.84

R2 25.33 15.12 94.88 68.35

R3 23.29 13.08 86.71 80.59

V6 R1 21.24 9.50 86.71 86.71

R2 15.12 11.04 96.92 68.35

R3 15.12 9.50 82.63 82.63

V7 R1 55.94 15.12 96.92 94.88

R2 45.73 47.78 80.59 98.96

R3 47.78 60.02 94.88 76.51

V8 R1 72.27 23.29 96.92 84.67

R2 62.06 13.08 94.88 92.84

R3 74.31 31.45 94.88 84.67

ENVIRNOMENT NO 1 ANOVA FOR TREATMENTS

ANOVA TABLE

SOURCE D.F. SUM OF SQUARES MEAN SUM OF SQ F-VALUE

REPL 2. 0.10375558E+04 0.51877791E+03 0.30540350E+01

TREAT 7. 0.15885272E+05 0.22693245E+04 0.13359470E+02

EROR 14. 0.23781296E+04 0.16986640E+03

(continued)
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(continued)

TREATMENT MEANS

94.71 84.51 68.18 77.03 26.69 17.16 49.82 69.55

S.E. OF DIFF. OF TWO MEANS 0.10641630E+02

ENVIRNOMENT NO 2 ANOVA FOR TREATMENTS

ANOVA TABLE

SOURCE D.F. SUM OF SQUARES MEAN SUM OF SQ F-VALUE

REPL 2. 0.15325399E+04 0.76626993E+03 0.39569090E+01

TREAT 7. 0.13179994E+05 0.18828562E+04 0.97228030E+01

EROR 14. 0.27111510E+04 0.19365365E+03

TREATMENT MEANS

34.85 74.98 36.89 75.67 14.10 10.01 40.97 22.61

S.E. OF DIFF. OF TWO MEANS 0.11362320E+02

ENVIRNOMENT NO 3 ANOVA FOR TREATMENTS

ANOVA TABLE

SOURCE D.F. SUM OF SQUARES MEAN SUM OF SQ F-VALUE

REPL 2. 0.10769658E+02 0.53848290E+01 0.22402580E+00

TREAT 7. 0.18601248E+03 0.26573212E+02 0.11055290E+01

EROR 14. 0.33651308E+03 0.24036649E+02

TREATMENT MEANS

93.52 96.24 89.44 94.88 90.12 88.75 90.80 95.56

S.E. OF DIFF. OF TWO MEANS 0.40030530E+01

ENVIRNOMENT NO 4 ANOVA FOR TREATMENTS

ANOVA TABLE

SOURCE D.F. SUM OF SQUARES MEAN SUM OF SQ F-VALUE

REPL 2. 0.15303976E+03 0.76519880E+02 0.12410260E+01

TREAT 7. 0.14765731E+04 0.21093901E+03 0.34210830E+01

EROR 14. 0.86321969E+03 0.61658549E+02

TREATMENT MEANS

100.32 100.32 94.88 97.60 80.59 79.23 90.12 87.39

S.E. OF DIFF. OF TWO MEANS 0.64113730E+01

STABILITY ANALYSIS FOLLOWING EBERHART AND RUSSELLS MODEL

ANOVA TABLE FOR STABILITY

SOURCE D.F. SUM OF SQUARES MEAN SUM OF SQ F-VALUE

VARIETIES 7 0.59732702E+04 0.85332431E+03 0.41973140E+01

ENVIRONMENTS 3 0.16088347E+05 0.53627825E+04 0.26378340E+02

VARIETYXENVIRONMENT 21 0.42693522E+04 0.20330249E+03 0.18102900E+01

TOTAL 31 0.26330970E+05

(continued)
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Upon the validity of the null hypotheses w.r.t.

bi and �S2di , we can have the following conclusion:

11.5 Sustainability

Sustainability is an idea which has been defined

by various authors with varied perspectives and

objectivities. In this section, by sustainability, we

mean persistence and the capacity of something

to continue over a long period of time without

damaging or degrading the natural resources.

By sustainable agriculture, we mean integration

of three main objectives: (1) maintaining environ-

mental health, (2) ensuring economic profitability,

and (3) social and economic equity. Sustenance
of crop husbandry and cropping system, and

farm management are essential criteria for food

security in the long run. The measurement of

(continued)

POOLED ERROR 56 0.62890135E+04 0.11230381E+03

ENV+(VAR.*ENV.) 24 0.20357700E+05 0.84823748E+03

ENVRON(LINEAR) 1 0.16088356E+05 0.16088356E+05 0.13016560E+03

VARXENVRON(LINEAR) 7 0.22917573E+04 0.32739391E+03 0.26488360E+01

POOLED DEVIATION 16 0.19775868E+04 0.12359918E+03 0.33017360E+01

POOLED ERROR MSS FOR TESTING POOLED DEVIATION MSS¼ 0.37434604E+02

ENV(LIN) AND VARXENV(LIN) ARE TESTED AGAINST POOLED DEVIATION

VAR MEAN

VAR. OF REG COEF S(DELTA). MEAN SQ

MEAN (B) SQR DEV(SD)

1 80.85 2847.80 1.00 837.95 381.54

2 89.01 397.18 0.44 10.45 �32.21

3 72.35 2074.18 1.00 68.48 �3.20

4 86.29 400.31 0.42 41.80 �16.53

5 52.88 4344.40 1.43 238.88 82.01

6 48.79 5027.75 1.51 427.24 176.19

7 67.93 2069.89 0.99 98.41 11.77

8 68.78 3196.19 1.21 254.37 89.75

POP MEAN ¼ 70.859 S.E.(MEAN) ¼ 0.64187010E+01

MEAN OF B ¼ 1.0000 S.E. OF B ¼ 0.24791170E+00

SL no. Vi � V Regression coefficient (bi) Inference

V1 9.991 1.00 Widely adapted stable genotype

V2 18.151 0.44 Stable genotype less sensitive to environmental variation

V3 1.491 1.00 Widely adapted stable genotype

V4 15.431 0.42 Below-average stable genotype suitable for poor environment

V5 �17.979 1.43 Below-average stable genotype suitable for rich environment

V6 �22.069 1.51 Below-average stable genotype suitable for rich environment

V7 �2.929 0.99 Below-average stable genotype

V8 �2.079 1.21 Below-average stable genotype suitable for rich environment
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sustainability of the production of a crop or a

particular cropping or management system is

essential for future food security. Quite a few

studies have been attempted to measure the

sustainability and thereby compare the different

competitive methods or processes in agriculture.

Some of the works to mention, though not exhaus-

tive, are of Soni et al. (1988), Narayan et al.

(1990), Singh (1990), Katyal et al. (1998, 2000),

Gangwar et al. (2003), Sahu et al. (2005), and

Pal and Sahu (2007), etc. To frame a measure

for sustainability, well-planned long-term experi-

ments of different crops, cropping systems, or

farming systems under a given situation are very

useful. But such planned experiments for a long

period of time are very rare in literature except a

few like the long-term experiments conceived and

continued in Rothamsted Experimental Station,

UK. In India, experiments have been started

during the late 1980s of the twentieth century to

study the long-term behavior of crop, cropping

system, nutrient management system, etc. Let us

discuss some of the indices of yield sustainability

under the above long-term setup.

Let us suppose that we have an experiment

conducted with i treatments for j consecutive

years on the same crop/cropping system. Then

we have the yield sustainability indices:

Sustainability index SIð1Þ ¼ �y� s

ymax

ðSingh et al: 1990Þ,
where

�y; s; ymax are the average; standard deviation and maximum yield respective

of a particular crop=cropping sequence or nutrient treatment over a period of time:

The higher the value of the index, the higher

the sustainability status but with no definite

range:

Sustainability index SIð2Þ ¼ 1

bi

����
����; where bi is the regression coefficient in yij

¼ aþ bi�yj; ðICARDA 1994Þ

where yij is the yield corresponding to the ith

treatment in the jth time period, and �yj

� �
is the

overall mean yield for the jth time period.

According to this method, the higher the bi
value, the lower the sustainability and vice

versa. In this method also, the sustainability

index does not have any limit.

In an attempt to improve the above measure

of ICARDA (1994) and Katyal et al. (2000)

introduced a time coefficient in the above regres-

sion. Thus, the regression takes the shape of

yij ¼ aþ bitþ ci�yj and is the time period

(Katyal et al. 2000).

According to this method sustainability index

is given as

Sustainability index SIð3Þ ¼ 1

ci

����
����; where ci is the regression coefficient in �yj

The decision rule is similar to that of index 2.
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The following two sustainability indices are

by Pal and Sahu (2007):

Sustainability index SIð4Þ ¼ 1

b0i

����
���� where b0i is the regression coefficient in yij ¼ aþ b0i�y0j and

where �y0j is the average yield for jth year excluding the yield for ith treatment in the particular year;

Sustainability index SIð5Þ ¼ 1

c0i

����
���� where c0i is the regression coefficient in yij ¼ aþ b0itþ c0i�y0j and

where �y0j is the average yield for jth year excluding the yield for ith treatment in the particular year:

These two measures also do not have limits

for sustainability. Another serious objection to

all these four measures is the assumption of

linearity of the regression. If the linearity of the

regression is not valid, then the above measures

will be put under question.

Sahu et al. (2005) proposed the sustainability

index based on the average performance and the

highest ever performance during the period of

investigation with the help of the following

formula:

Sustainability index SIð6Þ ¼ Ymax � �Y
�Y

:

In this measure, sustainability has been

visualized as the minimum deviation of the aver-

age performance over the highest ever achieved

performance during the period of investigation.

As such, the lower the value of the index, the

higher the sustainability.

In addition to the above, Pal and Sahu (2007)

proposed the following indices to measure

sustainability which do not require any assump-

tion of linearity:

Sustainability index SIð7Þ ¼ si
�yi � smax

;

where

si is the standard deviation of ith treatment over the entire period,

�yi is the average of ith treatment over the entire period,

smax is the maximum value of the standard deviation of all the treatments;

Sustainability index SIð8Þ ¼ 1

n

X
j

yij � ymax

�� ��
�yi

� 	

where

�yi is the average of ith treatment over the entire time period,

ymax is the maximum value of the ith treatment over the time period;

11.5 Sustainability 321



www.manaraa.com

Sustainability index SIð9Þ ¼ 1

n

X
j

yij � ymed

�� ��
�yi

� 	

where

�yi is the average of ith treatment over the entire time period,

ymed is the median value of the ith treatment over the time period;

Sustainability index SIð10Þ ¼ 1
nc2

X
j

X
j0;j<j0

yij � y0ij
�� ��
yimax

" #

where

n is the number of time periods,

yij and y0ij are the value of the ith treatment in jth and j0th year; respectively,

yimax is the maximum value of the ith treatment over the time period:

In all the last five measures, the lower the

value of the sustainability index, the higher the

sustainability.

Example 11.6. The following table gives the

yield of wheat (q/ha) in response to five different

nutrient treatments conducted over 17 years.

Using the measures of sustainability, find out

the most sustainable treatment in terms of yield.

Also find out whether or not the most sustainable

treatment is the best treatment.

Solution. First, the average, the maximum, the

median, and the standard deviation from the

given data set for each treatment are worked out

separately. Using the method of regression

discussed earlier in Chap. 8 of this book, the

regression coefficients for measures 2, 3, 4, and

5 are worked out. The regression coefficients

according to measures 2, 3, 4, and 5 are

bi; ci; b0i; and c0i, respectively.

Obs. T1 T2 T3 T4 T5

1 65.00 63.10 68.50 72.10 82.60

2 66.20 65.80 67.60 75.60 83.60

3 65.95 67.60 71.20 74.30 84.90

4 64.00 68.10 68.90 75.50 84.10

5 64.60 72.10 69.00 74.80 83.60

6 63.50 69.93 69.70 78.20 87.53

7 61.20 65.10 67.50 76.30 87.80

8 60.20 60.70 69.50 73.70 86.90

9 60.10 59.30 68.80 72.20 89.50

10 63.00 62.70 70.50 74.10 87.20

11 63.00 61.90 71.20 73.90 88.30

12 65.10 66.30 74.60 77.80 85.20

13 66.20 69.20 75.40 79.30 85.30

14 67.40 71.80 76.20 80.60 86.40

15 66.20 73.40 85.40 82.30 83.70

16 65.90 72.60 75.90 81.30 87.10

17 68.37 69.59 73.37 78.92 85.45
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Using the above quantities, that is, average,

median, standard deviation, maximum, and

regression coefficients, sustainability indices for

different treatments as per the formula discussed

above are worked out and presented in the fol-

lowing table:

From the above table, it is found that except for

SI 7, treatment five is by far the most sustainable

treatment. On examination, it is also revealed that

treatment five has produced the highest average

yield (85.45 q/ha) over the period of experimenta-

tion. Hence, treatment five is not only the most

sustainable treatment but also the best treatment.

Obs. T1 T2 T3 T4 T5

1 65.00 63.10 68.50 72.10 82.60

2 66.20 65.80 67.60 75.60 83.60

3 65.95 67.60 71.20 74.30 84.90

4 64.00 68.10 68.90 75.50 84.10

5 64.60 72.10 69.00 74.80 83.60

6 63.50 69.93 69.70 78.20 87.53

7 61.20 65.10 67.50 76.30 87.80

8 60.20 60.70 69.50 73.70 86.90

9 60.10 59.30 68.80 72.20 89.50

10 63.00 62.70 70.50 74.10 87.20

11 63.00 61.90 71.20 73.90 88.30

12 65.10 66.30 74.60 77.80 85.20

13 66.20 69.20 75.40 79.30 85.30

14 67.40 71.80 76.20 80.60 86.40

15 66.20 73.40 85.40 82.30 83.70

16 65.90 72.60 75.90 81.30 87.10

17 68.37 69.59 73.37 78.92 85.45

Average 64.47 67.01 71.96 76.52 85.83

SD 2.39 4.38 4.53 3.16 1.95
Y
max 68.37 73.40 85.40 82.30 89.50

Median 65.00 67.60 70.50 75.60 85.45

bi 0.703 1.574 1.625 1.247 �0.150

bi
0 0.539 1.477 1.52 1.28 �0.205

c 0.953 2.209 1.316 1.185 �0.664

c0 0.714 2.576 0.906 1.153 �0.543

Sustainability

index Inference

Treatment

T1 T2 T3 T4 T5

SI(1) The higher the SI value, the higher the

sustainability

0.908 0.853 0.790 0.891 0.937

SI(2) Do 1.422 0.635 0.615 0.802 6.667

SI(3) Do 1.049 0.453 0.760 0.844 1.506

SI(4) Do 1.855 0.677 0.658 0.781 4.878

SI(5) Do 1.401 0.388 1.104 0.867 1.842

SI(6) The lower the SI value, the higher the

sustainability

0.061 0.095 0.187 0.075 0.043

SI(7) Do 0.008 0.014 0.014 0.013 0.012

SI(8) Do 0.061 0.095 0.187 0.075 0.043

SI(9) Do 0.029 0.054 0.044 0.034 0.019

SI(10) Do 0.040 0.071 0.055 0.045 0.026

Bold faces indicate the most sustainable treatment according to the particular measure
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Multivariate Analysis 12

Analysis of information, resulting from different

research programs, particularly the statistical

procedures, may broadly be classified into univar-
iate analysis and multivariate analysis. In univari-

ate analyses, we consider one variable at a time

contrary to the varied number of variables in mul-

tivariate analyses. The simplest case of multivari-

ate analysis is the bivariate analysis, in which two

variables are considered together. The variables

that we consider in agriculture, economics, anthro-

pology, sociology, psychology, management, etc.,

tend to move together, and as such multivariate

analysis is more useful. Univariate analysis throws

light on one character only, but to explain the

relationship, interdependence, and relative impor-

tance of different variables, multivariate analyses

would be more appropriate.

Let us take the example of analysis of

innovation index which is associated with a num-

ber of parameters like age, gender, education,

economic background, and society. These

components are not independent of each other;

rather these are correlated, interdependent to each

other; these have varied importance towards ulti-

mate innovation index. Univariate analysis can

throw light separately on each of the character,

but to analyze the system as a whole taking due

consideration of their interdependence, relation-

ships, importance, etc., multivariate analysis is

the more acceptable option. Several examples in

other disciplines like agriculture, business, eco-

nomics, management, and medical science can

also be put forward where multivariate analysis

can effectively be used.

Multivariate analyses are more complicated,

as they take care of the system as a whole, having

a number of variables at a time, and consider

their interdependence, relationships, importance,

etc. But with the advent of computer technology

and statistical software, the use of multivariate

technique has become user-friendly and is

gaining momentum day by day. The area and

coverage of multivariate analysis is a huge one,

and it is not possible to include all these here. In

this book, an attempt will be made to provide an

outline of some of the multivariate techniques

which can be used in different agriculture and

allied fields. The details of analytical/statistical

steps for calculation are also avoided; emphasis

will be provided to place different multivariate

statistical tools using different statistical soft-

ware to solve different problems. Useful

references are provided for interested readers.

12.1 Classification of Multivariate
Analysis

According to different authors, multivariate anal-

ysis may be classified into two broad groups: (a)

dependence method and (b) interdependence

method. In the dependence method of analysis,

relationships of some dependent variables are

worked out with the independent variables, but

in the second method, interrelations among

themselves are considered. The examples of

first group of analysis are regression analysis,

multiple discriminant analysis, multivariate

P.K. Sahu, Research Methodology: A Guide for Researchers in Agricultural Science,
Social Science and Other Related Fields, DOI 10.1007/978-81-322-1020-7_12, # Springer India 2013

325



www.manaraa.com

analysis of variance, canonical analysis, etc.,

while the other group consists of factor analysis,

cluster analysis, etc.

12.2 Regression Analysis

The main task of the researcher is to work out

the actual relationship between or among the

variables under study. In agricultural and other

experiments, mainly three types of variables are

recoded: (a) the treatments or factors such as

variety, insecticide, doses or type of fertilizers,

different chemical treatments, and different man-

agement practices; (b) environmental parameters

like rainfall, temperature, humidity, sunshine

hours, and wind speed; and (c) various responses

in the form of different growth and yield

parameters, qualitative changes, etc. Regression

analysis is one of the most important statistical

tools used in this endeavor. Regression analysis

is a technique by virtue of which one can study

the relationship of the ultimate variables, say,

adoption index, awareness, empowerment status,

etc., within different fields of studies (different

demographic, social, economical, educational,

and other parameters).

In regression analysis, the dependent variable

(Y) is the function of one or more independent

variables (X’s) and the error term (u’s), which
can be represented in the form of Y ¼ f (Xi, ui).

Let us suppose that Y depends on k other variates

which are denoted by X1, X2, . . . Xk. These need
not be independent. The usual problem is to find

the best linear predicting equation for Y of the

form Yc ¼ b0 + b1X1 + b2X2 + b3X3 + � � � +
bkXk for the true regression equation in the popu-

lation Y ¼ β0 þ β1x1 þ β2x2 þ � � � þ βkxk. We

present here three methods of getting such

relationships below. Readers are free to select

any one of these as per the convenience:

1. Now, using the procedure adopted (Chap. 8)

for calculation of simple correlation

coefficients among the variables, one can

have the following correlation matrix for the

variables involved in the regression analysis:

< ¼
r00 r01 r02 r0j . . . r0k
r10 r11 r12 r1j . . . r1k
. . . . . . . . . . . . . . . . . . . . . . . .
rk0 rk1 rk2 rkj :::: rkk

2
664

3
775;

where r01, r02. . . , rkj’s are the correlation

between Y and X1, Y and X2. . . XK and XJ and

the diagonal elements are 1. If we denote R for

the corresponding determinant and Rij for the

cofactor of rij element in ℜ, then one can have

bj ¼ s0
sj
ð�1Þj�1 �ð�1Þjþ2:

R0j

R00

¼� s0
sj
:
R0j

R00

; j¼ 1;2; . . .k and S0 and Sj are

the standard deviations of Y and Xj; respectively,

and

b0 ¼ �Y �
Xn
j¼1

bj �Xj ¼ �Y þ
Xk
j¼1

s0
sj
:
R0j

R00

�Xj:

Thus, multiple regression equation of y on X1,

X2,. . . Xk becomes

yc ¼ �y� s0
s1
:
R01

R00

X1 � �X1ð Þ � s0
s2
:
R02

R00

X2 � �X2ð Þ

� � � � � s0
sk
:
R0k

R00

Xk � �Xkð Þ:

The coefficient bj is known as partial regres-

sion coefficient of Y on Xj for fixed

X1;X2; . . .Xj�1;Xjþ1; . . .Xk and is written in

the form byj:12...ðj�1Þðjþ1Þ...k ¼ b0j:12...ðj�1Þðjþ1Þ...

k ¼ � s0
sj

R0j

R00

:

2. The objective is to find out the relationship of

the form Yi ¼ β1X1i þ β2X2i þ β1X3i þ � � �
þβkXki þ ui:

For n number of observations, the regres-

sion equation can be written as:
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1 Y1 ¼ β1X11þβ2X21þβ3X31þβ4X41þ�� �þβkXk1þu1
2 Y2 ¼ β1X12þβ2X22þβ3X32þβ4X42þ�� �þβkXk2þu2
3 Y3 ¼ β1X13þβ2X23þβ3X33þβ4X43þ�� �þβkXk3þu3
�
�
�
n Yn ¼ β1X1nþβ2X2nþβ3X3nþβ4X4nþ�� �þβkXknþun

) Y1

Y2

Yn

0
BBBBB@

1
CCCCCA ¼

X11 X21 X31 X41 . . . Xk1

X12 X22 X32 X42 . . . Xk2

X1n X2n X3n X4n . . . Xkn

0
BBBBB@

1
CCCCCA

β1

β2

βk

0
BBBBB@

1
CCCCCAþ

u1

u2

un

0
BBBBB@

1
CCCCCA

n� 1 n� k k� 1 n� 1

In matrix notation, the above equations can

be written as

Y
~
¼ X

~
β
~
þ u

~
with EðY

~
Þ ¼ X

~
β
~
; Eðu

~
Þ ¼ 0

~

and Eðu
~
u
~

0Þ ¼ σ2I
~
; where I

~
is an n� n unit

matrix:

Our objective will be to minimize L ¼ u
~

0u
~
:

Let L ¼ u
~

0u
~
¼ Y

~
� X

~
β
~

� �0
Y
~
� X

~
β
~

� �0

¼ Y
~

0Y
~
� 2 β

~

0X
~

0Y
~
þ β

~

0X
~

0X
~
β
~
:

Let b
~
be the least square estimators of β

~
. Then

using the procedure of ordinary least square,

@L

@β
~

¼ 0; and writing b
~
for β

~
; we have

2X
~

0Y
~
� 2X

~

0X
~
b
~

or X
~

0X
~
b
~
¼ X

~

0Y
~
;

or b
~
¼ X

~

0X
~

� ��1

X
~

0Y
~
;

provided X
~

0X
~

� ��1

exists:

Once after getting the b for a given set of

observations, one can have the multiple

regression equation y ¼ b1x1 þ b2x2 þ � � �
þbkxk, the sample regression equation.

3. Most probably the simplest way of getting the

above multiple regression equation is the use

of data analysis module of MS Excel software

of MS Office mostly available in computers.

In this method, one need not to go into details

about the steps of calculations; rather, one can

have the relationship for the research data

using the above package. In example one,

the same has been demonstrated using MS

Excel as well as SPSS software.

12.3 Multiple Correlation

Multiple correlation of y with x1; x2; . . . xk is

nothing but the simple correlation coefficient

between the observed y and the predicted yc.
Thus, multiple correlation coefficient is given as

Ry:12...k ¼ covðy; ycÞffiffiffiffiffiffiffiffiffiffi
VðyÞp ffiffiffiffiffiffiffiffiffiffiffi

VðycÞ
p ;R0:12...k

¼
ffiffiffiffiffiffiffiffiffiffiffi
VðycÞ
VðyÞ

s
; R0:12...k ¼ 1� R

R00

� �1
2

:

We have

TSS ðyÞ ¼
Xn
i¼1

yi� �yð Þ2 ¼
Xn
i¼1

yi� yicþ yic� �yð Þ2;

¼
Xn
i¼1

yi� yicð Þ2þ
Xn
i¼1

yic� �yð Þ2

¼ RSSþRgSS;

where yi and yic are the observed and expected

values of Y for ith observation, respectively,

; TSS ¼ RSSþ RgSS ) TSS

TSS
¼ RSS

TSS
þ RgSS

TSS

) 1 ¼ RSS

TSS
þ R2 ) 1� RSS

TSS
¼ R2:

Clearly, from the above, 0 � R2 � 1

R2 indicates the proportion of variation of the

dependent variable explained by the line of mul-

tiple regression.

We shall demonstrate the process of getting

regression equation using MS Excel software of

MS Office taking the following example:

Example 12.1. The following table gives the

information on ten varieties of mulberry. Find

out the regression equation of leaf yield on

other yield attributing characters.
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Leaf area (cm2):

X1

94.61 42.3 98.15 72.61 174.45 115.62 78.41 133.74 112.94 148.28

Total shoot

length (cm): X2

525.56 345 711.11 307.56 529.44 631.67 526.67 442.22 482.33 422.78

Leaf moisture

(%): X3

79.35 58.41 73.67 74.6 81.21 82.83 78.66 80.76 80.66 78.26

Leaf yield/plant

(g): Y
255.56 97.78 237.78 161.11 263.33 237.78 217.78 224.44 228.89 190.00

Slide 12.1: Step 1, showing data structure and selection of Regression submenu from Data Analysis menu in MS Excel

Slide 12.2: Step 2, showing data structure and selection of data range and other options in Regression submenu from

Data Analysis menu of MS Excel
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Thus, the above regression equation is found

to be y ¼ �212.072 + 0.149x1 + 0.183x2 +

4.132x3.

The above calculation can very well be

performed using SPSS software as follows:

Step 1:

Slide 12.3: Step 3, showing data structure and output of regression analysis using MS Excel

Slide 12.4: Step 1, showing data structure in data editor menu of SPSS
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Thus, both the procedures provide same

result; additionally, in SPSS one can get the

regression coefficients for standardized variables

in the form of beta coefficients. This regression

equation can be framed using other standard sta-

tistical packages also.

Slide 12.5: Step 2, showing data structure and selection of appropriate options in analysis menu of SPSS

Slide 12.6: Step 3, showing data structure and variable selection of regression analysis using SPSS (Table 12.1)
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12.4 Stepwise Regression

From the above example, it is clear that the rela-

tionship of yield with three yield components

having R2 ¼ 0.900 is sufficient to explain more

than 90 of the variation in yield. The ANOVA

table also shows the significance of the overall

relationship as depicted by the significance value

of 0.002 that means the R2 vis-a-vis the relation-

ship is significant at 2 probability level

(P ¼ 0.02). Now, while analyzing the signifi-

cance of the individual coefficients, it is found

that t-test declares the coefficients of X2 and X3

significant as depicted by respective significance

levels of 0.02 and 0.023. But the coefficient of X1

is not found to be significant. So the question is

whether to retain X1 in the model or not. At this

juncture, the readers should note that:

1. The one-to-one relationship vis-a-vis the

nature of the coefficients in linear relationship

may change under multiple variable condition.

2. The coefficient of determination, that is,R2, is a

nondecreasing function of the number of

variables in the regression equation. Thus, as

we go on introducingmore andmore number of

variables in the regression equation, the R2 is

supposed to increase or at least remain constant.

So one may be tempted to include more and

more number of variables in the regression

model in order to maximize R2 and thereby

increase the possibility of significance of the

overall regression equation. This phenomenon

is sometimes known as game of maximizing R2.

It must be clearly understood that the variables

to be included in the regression model should

be guided by the knowledge about the variables

in relation to the response variable, never

should be guided towards maximizing R2

value. The experimenter should include or try

to incorporate only those variables which have

got significant coefficients and instead of con-

centrating on the value of R2 rather concentrate

on adjusted R2, which is not a nondecreasing

Table 12.1 Regression output through SPSS

Variables Entered/Removedb

Model Variables Entered Variables Removed Method

1 x3, x2, x1a Enter

a. All requested variables entered.

b. Dependent Variable: y

Model Summary

Model R R Square Adjusted R Square Std. Error of the Estimate

1 .949a .900 .850 19.37018

a. Predictors: (Constant), x3, x2, x1

ANOVA
b

Model Sum of Squares df Mean Square F Sig.

1 Regression 20200.591 3 6733.530 17.946 .002a

Residual 2251.222 6 375.204

Total 22451.814 9

a. Predictors: (Constant), x3, x2, x1

b. Dependent Variable: y

Coefficientsa

Model Unstandardized Coefficients Standardized Coefficients

B Std. Error Beta t Sig.

1 (Constant) -212.072 83.573 -2.538 .044

x1 .149 .236 .115 .629 .552

x2 .183 .058 .447 3.145 .020

x3 4.132 1.363 .586 3.032 .023

a. Dependent Variable: y
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function of the number of variables in the

model. The adjusted R2 is defined as

R
2 ¼ R2

adj ¼
RgSS d:f=

TSS d:f=

¼
Pn
i¼1

yic � �yð Þ2 n� k � 1ð Þ=

Pn
i¼1

yi � �yð Þ2 n� 1ð Þ=

:

We have

R2 ¼ RgSS

TSS
¼ TSS� RSS

TSS
¼ 1�

Pn
i¼1

u2i

Pn
i¼1

Yi � �Yð Þ2
:

On the other hand,

�R ¼ 1� RMS

TMS
¼ 1� RSS ðn� kÞ=

TSS ðn� 1Þ=

¼ 1� n� 1

n� k

TSS� RgSS

TSS

¼ 1� n� 1

n� k
1� R2
� �

:

In regression model, we have:

1. K > 2 thereby indicating that �R
2
< R2; that

means as the number of independent variables

increases, �R
2
increases less than R2

.

2. �R
2 ¼ 1� n� 1

n� k
ð1� R2Þ when R2 ¼ 1,

�R
2 ¼ 1.

3. When R2 ¼ 0 ) �R
2 ¼ 1� n� 1

n� k
¼

n� k � nþ 1

n� k
¼ 1� k

n� k
; if k � 2 the �R

2
is –ve.

Thus, adjusted R2 can be negative if k > 2 and

R2 ¼ 0; when the value of the �R
2
becomes nega-

tive, then its value is taken as zero.

While dealing with multiple variable regres-

sion equation, particularly with respect to the

variable to be retained in the multiple regression

equation, we generally follow two procedures—

(a) stepwise forward and (b) stepwise backward

regression technique—to get the actual relation-

ship. In forward regression technique, the vari-

able to be included first in the model is guided

by the theoretical and logical idea about the

variables under consideration and is further

supported by the higher values of the correlation

coefficient with the dependent variable. Similar

decisions in subsequent steps are taken to include

the other variables in stepwise manner. If the

inclusion of a new variable in the model

increases the explanatory power of the model,

that is, increases the value of R2, to a great extent

without hampering the nature of the coefficient

(s) of the previously included variable(s) in the

model coupled with a significant coefficient, then

the variable is retained in the model and it is

useful. If the inclusion of a new variable in the

model does not increase the explanatory power

of the model, that is, the value of R2, to a great

extent, then the variable is redundant. If with the

inclusion of a new variable in the model does not

increase the explaining power of the model but

rather changes the nature of the coefficient(s) of

the variable(s) already in the model, then the

variable is detrimental.

In the backward regression technique, all the

variables under consideration are included in the

model at the first instance to get the multiple

regression equation; R2 value and the nature of

the coefficients of the individual variables are

noted. The variable having most nonsignificant

coefficient (at a preassigned probability level) is

dropped at the first instance, and the multiple

regression equation is again framed by dropping

the variable. In the next subsequent steps, the

same procedure is followed to discard the

unuseful variables in stepwise manner. The pro-

cess continued till one gets a regression equation

with all the variables having significant coeffi-

cient at preassigned level of significance.

Example 12.2. The following table in the next

page gives the yield attributing characters along

with yield for 37 varieties. We are to work out the

linear relationship of yield with other yield

components having significant coefficients.

From the given data, one should first make the

following correlation table as per the method

suggested in Chap. 8 (Table 12.2).

From the correlations of yield with other

variables, it is found that the order of correlation

coefficients is X11 > X12 > X7 > X10 > X13

and so on. So if onewants to have stepwise forward

regression, then he or she should start withX11 first

and then in subsequent step as per the order of the

correlation coefficient shown above (Table 12.3).
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Table 12.3 Stepwise regression output

Step 1

SUMMARY OUTPUT

Regression Statistics

R 0.92

R Sqr 0.85

Adj R Sqr 0.84

SE 25.86

Obs 37.00

ANOVA

df SS MS F Significance F

Regression 1 128364.52 128364.52 191.88 0.00

Residual 35 23413.83 668.97

Total 36 151778.35

Coefficients SE t Stat P-value LB95% UB 95%

Intercept �100.710 34.690 �2.903 0.006 �171.134 �30.286

X11 57.043 4.118 13.852 0.000 48.683 65.403

Step 2 Include X12

SUMMARY OUTPUT

Regression Statistics

R 0.93

R Sqr 0.86

Adj R Sqr 0.86

SE 24.64

Obs 37.00

ANOVA

df SS MS F Significance F

Regression 2 131141.57 65570.79 108.03 0.00

Residual 34 20636.78 606.96

Total 36 151778.35

Coefficients SE t Stat P-value LB95% UB 95%

Intercept �66.111 36.790 �1.797 0.081 �140.877 8.655

X12 �78.036 36.482 �2.139 0.040 �152.177 �3.895

X11 73.949 8.824 8.381 0.000 56.017 91.881

Step 3: Include X7

SUMMARY OUTPUT

Regression Statistics

R 0.93

R Sqr 0.86

Adj R Sqr 0.85

SE 24.98

Obs 37.00

ANOVA

df SS MS F Significance F

Regression 3 131186.37 43728.79 70.08 0.00

Residual 33 20591.98 624.00

Total 36 151778.35
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Coefficients SE t Stat P-value LB95% UB 95%

Intercept �74.654 49.072 �1.521 0.138 �174.492 25.183

X7 0.692 2.582 0.268 0.790 �4.561 5.944

X12 �78.138 36.993 �2.112 0.042 �153.401 �2.876

X11 73.051 9.554 7.646 0.000 53.614 92.489

Step 4: Include X10 and drop X7

SUMMARY OUTPUT

Regression Statistics

R 0.99

R Sqr 0.99

Adj R Sqr 0.98

SE 8.14

Obs 37.00

ANOVA

df SS MS F Significance F

Regression 3.00 149591.99 49864.00 752.63 0.00

Residual 33.00 2186.36 66.25

Total 36.00 151778.35

Coefficients SE t Stat P-value LB95% UB 95%

Intercept �400.194 23.421 �17.087 0.000 �447.843 �352.544

X10 2.510 0.150 16.688 0.000 2.204 2.816

X12 �16.500 12.605 �1.309 0.200 �42.145 9.144

X11 55.650 3.115 17.867 0.000 49.313 61.986

Step 5: Include X13 and drop X12

SUMMARY OUTPUT

Regression Statistics

R 0.993

R Sqr 0.987

Adj R Sqr 0.986

SE 7.806

Obs 37.00

ANOVA

df SS MS F Significance F

Regression 3 149767.55 49922.52 819.30 0.00

Residual 33 2010.79 60.93

Total 36 151778.35

Coefficients SE t Stat P-value LB95% UB 95%

Intercept �425.760 20.502 �20.766 0.000 �467.472 �384.047

X13 �0.109 0.050 �2.178 0.037 �0.210 �0.007

X10 2.735 0.158 17.319 0.000 2.414 3.056

X11 53.104 1.376 38.581 0.000 50.304 55.904

Step 6: Include X1

Regression Statistics

R 0.994

R Sqr 0.988

Adj R Sqr 0.986

SE 7.67

Obs 37.00
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Following the above procedure of inclusion

and dropping of variables, one can reach to the

following regression equation in which all the

variables are having significant coefficients and

as such this equation is retained.

Similarly, following the backward regression

starting with the full model multiple regression

equation, one can get the result. We shall dem-

onstrate the same using SPSS. In Step 13 one can

get the similar multiple linear regression equa-

tion as found above.

Step 1: Activate the SPSS data sheet by either

transporting or pasting or importing data files.

Step 2: Proceed to Analyze–Regression–Linear

menu as shown below.

ANOVA

df SS MS F Significance F

Regression 4 149898.23 37474.56 637.83 0.00

Residual 32 1880.11 58.75

Total 36 151778.35

Coefficients SE t Stat P-value LB95% UB 95%

Intercept �442.822 23.156 �19.124 0.000 �489.989 �395.655

X1 0.782 0.525 1.491 0.146 �0.286 1.851

X13 �0.140 0.053 �2.626 0.013 �0.249 �0.031

X10 2.759 0.156 17.698 0.000 2.441 3.076

X11 52.267 1.463 35.715 0.000 49.286 55.248

Summary output

Regression statistics

Multiple R 0.995846

R square 0.991709

Adjusted R square 0.989708

Standard error 6.5873

Observations 37

ANOVA

d.f. SS MS F Significance F

Regression 7 150520 21502.85 495.5428 2.07E-28

Residual 29 1258.383 43.39252

Total 36 151778.3

Coefficients Standard error t Stat P-value LB95% UB 95

Intercept �453.939 26.562 �17.090 0.000 �508.264 �399.613

X10 2.844 0.144 19.802 0.000 2.550 3.137

X11 58.218 2.664 21.852 0.000 52.769 63.666

X12 �36.900 11.677 �3.160 0.004 �60.783 �13.017

X16 26.566 8.358 3.179 0.004 9.473 43.660

X17 53.995 15.977 3.380 0.002 21.318 86.672

X18 �5.115 2.033 �2.516 0.018 �9.274 �0.957

X19 �9.297 2.454 �3.788 0.001 �14.316 �4.278
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Step 3: Select the dependent and the independent

variables as shown below and activate Statistics

submenu.

Slide 12.7: Data structure and selection of appropriate regression model from analysis menu of SPSS

Slide 12.8: Data structure and selection of appropriate variables in Regression submenu from analysis menu of SPSS
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Step 4: Get the following window and select the

appropriate requirement by ticking the

corresponding boxes.

Step 5: Activate the option submenu to get the fol-

lowing window and select the appropriate options.

Slide 12.9: Data structure, selection of appropriate variables, and regression statistics in Regression submenu from

analysis menu of SPSS

Slide 12.10: Data structure, selection of appropriate variables, and regression options in Regression submenu from

analysis menu of SPSS
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Step 6: Activate continue followed by OK to get

the following results (Table 12.4).

Thus, the ultimate regression equation is the

same as was obtained by using MS Excel.

Table 12.4 Backward regression output using SPSS

Variables Entered/Removed
b

Model Variables Entered

Variables

Removed Method

1 x19, x4, x12, x9, x6, x5, x10, x2, x1, x18, x7, x3, x15,

x14, x13, x16, x8, x11, x17a
. Enter

2 . x4

B
ac
k
w
ar
d
(c
ri
te
ri
o
n
:
P
ro
b
ab
il
it
y

o
f
F
-t
o
-r
em

o
v
e
>
=
.0
6
0
).3 . x3

4 . x14

5 . x1

6 . x5

7 . x13

8 . x15

9 . x2

10 . x9

11 . x7

12 . x6

13 . x8

a. All requested variables entered.
b. Dependent Variable: y

Model Summary

Model R R Square

Adjusted

R Square

Std. Error

of the

Estimate Variables in the equation

1 .997a .994 .988 7.09048 a. Predictors: (Constant), x19, x4, x12, x9, x6, x5, x10, x2, x1,

x18, x7, x3, x15, x14, x13, x16, x8, x11, x17

2 .997b .994 .989 6.89518 b. Predictors: (Constant), x19, x12, x9, x6, x5, x10, x2, x1, x18,

x7, x3, x15, x14, x13, x16, x8, x11, x17

3 .997c .994 .989 6.71770 c. Predictors: (Constant), x19, x12, x9, x6, x5, x10, x2, x1, x18,

x7, x15, x14, x13, x16, x8, x11, x17

4 .997d .994 .990 6.55284 d. Predictors: (Constant), x19, x12, x9, x6, x5, x10, x2, x1, x18,

x7, x15, x13, x16, x8, x11, x17

5 .997e .994 .990 6.43367 e. Predictors: (Constant), x19, x12, x9, x6, x5, x10, x2, x18, x7,

x15, x13, x16, x8, x11, x17

6 .997f .994 .991 6.32285 f. Predictors: (Constant), x19, x12, x9, x6, x10, x2, x18, x7,

x15, x13, x16, x8, x11, x17

7 .997g .994 .991 6.23063 g. Predictors: (Constant), x19, x12, x9, x6, x10, x2, x18, x7,

x15, x16, x8, x11, x17

8 .997h .994 .991 6.13770 h. Predictors: (Constant), x19, x12, x9, x6, x10, x2, x18, x7,

x16, x8, x11, x17

9 .997i .994 .991 6.15038 i. Predictors: (Constant), x19, x12, x9, x6, x10, x18, x7, x16,

x8, x11, x17

10 .997j .993 .991 6.16318 j. Predictors: (Constant), x19, x12, x6, x10, x18, x7, x16, x8,

x11, x17

11 .996k .993 .991 6.28617 k. Predictors: (Constant), x19, x12, x6, x10, x18, x16, x8, x11,

x17

12 .996l .992 .990 6.55662 l. Predictors: (Constant), x19, x12, x10, x18, x16, x8, x11, x17

13 .996m .992 .990 6.60326 m. Predictors: (Constant), x19, x12, x10, x18, x16, x11, x17
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ANOVA
n

Model Sum of Squares df Mean Square F Sig.

1 Regression 150924.272 19 7943.383 157.999 .000a

Residual 854.673 17 50.275

Total 151778.945 36

2 Regression 150923.163 18 8384.620 176.357 .000b

Residual 855.782 18 47.543

Total 151778.945 36

3 Regression 150921.522 17 8877.737 196.725 .000c

Residual 857.423 19 45.128

Total 151778.945 36

4 Regression 150920.152 16 9432.509 219.669 .000d

Residual 858.793 20 42.940

Total 151778.945 36

5 Regression 150909.710 15 10060.647 243.057 .000e

Residual 869.235 21 41.392

Total 151778.945 36

6 Regression 150899.419 14 10778.530 269.608 .000f

Residual 879.527 22 39.978

Total 151778.945 36

7 Regression 150886.069 13 11606.621 298.980 .000g

Residual 892.876 23 38.821

Total 151778.945 36

8 Regression 150874.834 12 12572.903 333.753 .000h

Residual 904.111 24 37.671

Total 151778.945 36

9 Regression 150833.266 11 13712.115 362.494 .000i

Residual 945.679 25 37.827

Total 151778.945 36

10 Regression 150791.339 10 15079.134 396.978 .000j

Residual 987.606 26 37.985

Total 151778.945 36

11 Regression 150712.014 9 16745.779 423.773 .000k

Residual 1066.931 27 39.516

Total 151778.945 36

12 Regression 150575.246 8 18821.906 437.828 .000l

Residual 1203.700 28 42.989

Total 151778.945 36

13 Regression 150514.457 7 21502.065 493.132 .000m

Residual 1264.489 29 43.603

Total 151778.945 36

Coefficientsa

Unstandardized Coefficients Standardized Coefficients

Model B Std. Error Beta t Sig.

1 (Constant) �357.508 75.171 �4.756 .000

x1 .370 .829 .018 .446 .661

x2 �.154 .209 �.023 �.735 .472

x3 �.069 .297 �.012 �.234 .818

x4 .285 1.922 .008 .149 .884

(continued)
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Table 12.4 (continued)

Coefficientsa

Unstandardized Coefficients Standardized Coefficients

Model B Std. Error Beta t Sig.

x5 .071 .154 .019 .462 .650

x6 �.621 .376 �.068 �1.651 .117

x7 �1.632 1.518 �.054 �1.075 .297

x8 �1.308 .871 �.090 �1.501 .152

x9 2.050 2.841 .033 .722 .480

x10 2.927 .241 .435 12.150 .000

x11 59.591 5.251 .961 11.349 .000

x12 �32.486 18.719 �.127 �1.735 .101

x13 �.074 .093 �.038 �.798 .436

x14 �.010 .044 �.011 �.232 .820

x15 .060 .096 .025 .627 .539

x16 18.444 21.193 .065 .870 .396

x17 53.480 27.282 .245 1.960 .067

x18 �4.517 4.045 �.144 �1.117 .280

x19 �6.919 5.261 �.084 �1.315 .206

2 (Constant) �356.632 72.876 �4.894 .000

x1 .304 .682 .015 .446 .661

x2 �.148 .200 �.022 �.741 .468

x3 �.042 .224 �.007 �.186 .855

x5 .064 .143 .017 .450 .658

x6 �.613 .362 �.067 �1.693 .108

x7 �1.625 1.475 �.053 �1.102 .285

x8 �1.292 .840 �.089 �1.537 .142

x9 1.809 2.265 .029 .798 .435

x10 2.928 .234 .435 12.497 .000

x11 60.054 4.108 .968 14.618 .000

x12 �33.695 16.393 �.131 �2.055 .055

x13 �.070 .085 �.035 �.816 .425

x14 �.008 .040 �.008 �.194 .848

x15 .057 .091 .024 .627 .539

x16 20.735 14.134 .073 1.467 .160

x17 55.296 23.718 .253 2.331 .032

x18 �4.870 3.182 �.155 �1.530 .143

x19 �7.467 3.649 �.091 �2.046 .056

3 (Constant) �355.383 70.697 �5.027 .000

x1 .332 .648 .016 .511 .615

x2 �.166 .170 �.025 �.976 .341

x5 .057 .135 .016 .426 .675

x6 �.623 .350 �.068 �1.782 .091

x7 �1.696 1.389 �.056 �1.221 .237

x8 �1.363 .730 �.094 �1.868 .077

x9 1.869 2.184 .030 .856 .403

x10 2.914 .216 .433 13.492 .000

x11 59.960 3.972 .967 15.097 .000

x12 �33.860 15.948 �.132 �2.123 .047

x13 �.071 .083 �.036 �.859 .401

(continued)
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Table 12.4 (continued)

Coefficientsa

Unstandardized Coefficients Standardized Coefficients

Model B Std. Error Beta t Sig.

x14 �.007 .038 �.007 �.174 .864

x15 .060 .088 .025 .683 .503

x16 21.082 13.649 .074 1.545 .139

x17 57.719 19.300 .264 2.991 .008

x18 �5.182 2.634 �.165 �1.967 .064

x19 �7.595 3.491 �.093 �2.176 .042

4 (Constant) �360.069 63.778 �5.646 .000

x1 .297 .603 .014 .493 .627

x2 �.164 .166 �.025 �.991 .334

x5 .065 .125 .018 .520 .609

x6 �.647 .313 �.071 �2.068 .052

x7 �1.617 1.281 �.053 �1.263 .221

x8 �1.409 .663 �.097 �2.124 .046

x9 1.763 2.045 .029 .862 .399

x10 2.917 .210 .434 13.918 .000

x11 59.652 3.470 .962 17.190 .000

x12 �33.672 15.521 �.131 �2.169 .042

x13 �.071 .081 �.036 �.884 .387

x15 .060 .085 .025 .707 .488

x16 20.393 12.742 .071 1.600 .125

x17 57.953 18.781 .265 3.086 .006

x18 �5.246 2.544 �.167 �2.062 .052

x19 �7.651 3.391 �.093 �2.256 .035

5 (Constant) �349.457 58.946 �5.928 .000

x2 �.163 .163 �.024 �1.001 .328

x5 .061 .122 .017 .499 .623

x6 �.681 .300 �.074 �2.274 .034

x7 �1.627 1.257 �.053 �1.294 .210

x8 �1.519 .613 �.104 �2.476 .022

x9 1.925 1.981 .031 .972 .342

x10 2.942 .200 .438 14.739 .000

x11 59.504 3.394 .959 17.531 .000

x12 �32.453 15.044 �.127 �2.157 .043

x13 �.053 .070 �.027 �.753 .460

x15 .046 .079 .019 .585 .565

x16 19.683 12.431 .069 1.583 .128

x17 59.762 18.084 .273 3.305 .003

x18 �5.506 2.443 �.175 �2.253 .035

x19 �7.488 3.314 �.091 �2.260 .035

6 (Constant) �347.982 57.858 �6.014 .000

x2 �.156 .159 �.023 �.981 .337

x6 �.654 .289 �.071 �2.259 .034

x7 �1.750 1.212 �.057 �1.445 .163

x8 �1.404 .559 �.096 �2.513 .020

x9 2.148 1.897 .035 1.132 .270

x10 2.949 .196 .439 15.060 .000

x11 60.001 3.188 .967 18.818 .000

x12 �35.185 13.770 �.137 �2.555 .018

(continued)

12.4 Stepwise Regression 343



www.manaraa.com

Table 12.4 (continued)

Coefficientsa

Unstandardized Coefficients Standardized Coefficients

Model B Std. Error Beta t Sig.

x13 �.032 .055 �.016 �.578 .569

x15 .048 .077 .020 .619 .542

x16 22.238 11.130 .078 1.998 .058

x17 62.985 16.598 .288 3.795 .001

x18 �6.078 2.121 �.193 �2.866 .009

x19 �8.272 2.866 �.101 �2.886 .009

7 (Constant) �346.763 56.976 �6.086 .000

x2 �.171 .155 �.026 �1.101 .282

x6 �.631 .283 �.069 �2.234 .036

x7 �1.724 1.193 �.057 �1.445 .162

x8 �1.409 .550 �.097 �2.561 .017

x9 2.414 1.814 .039 1.331 .196

x10 2.919 .186 .434 15.674 .000

x11 60.251 3.113 .971 19.354 .000

x12 �38.232 12.534 �.149 �3.050 .006

x15 .040 .075 .017 .538 .596

x16 22.919 10.906 .080 2.101 .047

x17 64.111 16.243 .293 3.947 .001

x18 �6.123 2.088 �.195 �2.932 .007

x19 �8.651 2.749 �.105 �3.147 .005

8 (Constant) �335.332 52.078 �6.439 .000

x2 �.159 .151 �.024 �1.050 .304

x6 �.644 .277 �.070 �2.321 .029

x7 �1.931 1.112 �.063 �1.737 .095

x8 �1.480 .527 �.102 �2.810 .010

x9 1.984 1.604 .032 1.237 .228

x10 2.970 .158 .442 18.788 .000

x11 60.205 3.065 .971 19.640 .000

x12 �35.667 11.419 �.139 �3.124 .005

x16 21.941 10.593 .077 2.071 .049

x17 63.467 15.957 .290 3.977 .001

x18 �6.324 2.024 �.201 �3.125 .005

x19 �8.147 2.546 �.099 �3.200 .004

9 (Constant) �339.343 52.045 �6.520 .000

x6 �.702 .272 �.077 �2.579 .016

x7 �1.908 1.114 �.063 �1.712 .099

x8 �1.457 .527 �.100 �2.764 .011

x9 1.660 1.577 .027 1.053 .303

x10 2.977 .158 .443 18.810 .000

x11 59.433 2.982 .958 19.929 .000

x12 �34.768 11.410 �.136 �3.047 .005

x16 17.997 9.926 .063 1.813 .082

x17 59.673 15.576 .273 3.831 .001

x18 �5.957 1.997 �.189 �2.982 .006

x19 �7.821 2.532 �.095 �3.088 .005

(continued)
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12.5 Regression vs. Causality

Regression does not necessarily mean cause and

effect relationship. Let us consider situations in

which two or more variables are related with each

other. Can anyone say the variables cause each

other? Can anyone assign any direction of causal-

ity? Granger’s test for causality can help in

finding which variable is the cause of other one

Table 12.4 (continued)

Coefficientsa

Unstandardized Coefficients Standardized Coefficients

Model B Std. Error Beta t Sig.

10 (Constant) �340.110 52.148 �6.522 .000

x6 �.620 .261 �.068 �2.372 .025

x7 �1.525 1.055 �.050 �1.445 .160

x8 �1.272 .498 �.087 �2.555 .017

x10 2.899 .140 .431 20.665 .000

x11 60.223 2.892 .971 20.822 .000

x12 �36.805 11.268 �.144 �3.266 .003

x16 24.120 8.060 .085 2.993 .006

x17 57.886 15.515 .265 3.731 .001

x18 �5.826 1.998 �.185 �2.916 .007

x19 �8.538 2.444 �.104 �3.494 .002

11 (Constant) �391.643 38.809 �10.092 .000

x6 �.424 .228 �.046 �1.860 .074

x8 �.744 .345 �.051 �2.156 .040

x10 2.858 .140 .425 20.394 .000

x11 58.289 2.615 .940 22.289 .000

x12 �37.182 11.490 �.145 �3.236 .003

x16 22.678 8.157 .079 2.780 .010

x17 53.322 15.493 .244 3.442 .002

x18 �5.176 1.985 �.165 �2.607 .015

x19 �7.772 2.433 �.095 �3.194 .004

12 (Constant) �444.651 27.483 �16.179 .000

x8 �.323 .272 �.022 �1.189 .244

x10 2.820 .145 .419 19.504 .000

x11 57.403 2.682 .926 21.403 .000

x12 �33.111 11.765 �.129 �2.814 .009

x16 26.011 8.301 .091 3.134 .004

x17 50.397 16.076 .230 3.135 .004

x18 �4.647 2.049 �.148 �2.268 .031

x19 �8.575 2.498 �.105 �3.433 .002

13 (Constant) �453.177 26.720 �16.960 .000

x10 2.842 .144 .423 19.687 .000

x11 58.011 2.652 .935 21.878 .000

x12 �35.905 11.610 �.140 �3.093 .004

x16 26.245 8.357 .092 3.140 .004

x17 53.008 16.039 .242 3.305 .003

x18 �5.016 2.040 �.160 �2.458 .020

x19 �9.225 2.455 �.113 �3.758 .001

a. Dependent Variable: y
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and vice versa. For example, the price of potato

can depend not only on its past values but also on

the lag values of production area under potato and

lag values of area under competing crops grown

during the potato season. For the time being, let us

restrict to two variables only, that is, price of

potato (Pr) and production of potato (P).

Prt ¼ α1P1 þ α2P2 þ α3P3 þ � � �
þ β1Pr1 þ β2Pr2 þ β3Pr3 � � � þ u1t

¼
Xn
i¼1

αiPðt�iÞ þ
Xn
i¼1

βjPrðt�jÞ þ u1t (12.1)

and

Pt ¼ λ1Pr1 þ λ2Pr2 þ λ3Pr3 þ � � �
þ γ1P1 þ γ2P2 þ � � � þ u2t

¼
Xm
i¼1

λiPrðt�iÞ þ
Xm
j¼1

γjPjðt�jÞ: (12.2)

We are to find out whether the (1) price of

potato is caused by production of jute, that is,P
αi 6¼ 0 and

P
γj ¼ 0; (2) production is caused

by the price of potato, that is,
P

αi ¼ 0 andP
λj 6¼ 0; (3) two-way causality, that is, both

price causes production and production causes

price, that is, coefficients are statistically signifi-

cantly different from zero in both regressions; and

(4) existence of no causality, that is, coefficients

are not statistically significant from zero.

Solution. The step-by-step procedure is as

follows:

1. Regress current price on all lagged price only

and get residual sum of square (RSS1).

2. Regress current price on all lagged price and

include lagged productions also. Get RSS2.

3. Calculate F ¼ RSS1 � RSS2ð Þ m=

RSS2 ðn� kÞ=
with m,

n � k d.f., where m is the number of lagged

productions and k is the number of parameters

estimated in Step 2.

4. If Cal F > Tab F, then H0:
P

αi ¼ 0 is

rejected, that is, production causes price.

5. Repeat the Steps 1–4 with the mode 2, that is,

to check whether Pr ! P and conclude

accordingly.

12.6 Partial Correlation

As has already been mentioned, the effect of

variables on other variables may not be the same

under multiple variable condition than what is

found in bivariate condition. The interac-

tion effects among the variables play great role

in depicting one-to-one association, measured in

terms of simple correlation coefficient also. Thus,

the simple correlation coefficient under multiple

variable condition may not portray the exact pic-

ture. Before calculation of correlation coefficient

between any two variables under multiple variable

condition, one must eliminate the effects of other

variables on both variables under consideration.

Precisely, we would like to know what the corre-

lation would be between Y and X1, say, after

eliminating the effects of all other variables such

as X2, X3, . . ., Xk on both of these variables. This is

called the partial correlation of Y and X1, and the

coefficient is written as ry1.23. . .k ¼ r01.23. . .k. It is

in general differs from the ordinary correlation

coefficient r01 for Y and X1. Using the correla-

tion matrix <, one can work out the partial corre-

lation as follows:

r01:2 ¼ �R01

ðR00R11Þ
1
2

;where

< ¼
r00 r00 r02
r10 r11 r12
r20 r21 r22

0
@

1
A

¼
1 r01 r02
r10 1 r12
r20 r21 1

0
@

1
A for three variable case

and this can be generalized for k variables X1,

X2,. . ., Xk as well.

Thus, partial correlation coefficient between

ith and jth variables rij:123...k ¼ � Rij

ðRiiRjjÞ
1
2

; i 6¼ j,

where the correlation matrix now has (k + 1)

rows and columns and Rij, Rii, and Rjj, has usual

meanings as described earlier. It is to be noted

that � 1 � rij:123...k � 1.

Though, using MS Excel package, we may not

directly get the partial correlation coefficients,
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but packages like SPSS and SAS provide partial

correlation coefficient.

Let us take the Example 12.1 of this chapter to

demonstrate the process of getting partial corre-

lation coefficient using SPSS.

The following table gives the information on

ten varieties of mulberry. Find out the partial

correlation coefficients of leaf yield on other

three yield attributing characters.

Step 1: Up on transferring the data to SPSS

editor, go to Analyze, followed by Correlate

and Partial, as shown below:

Step 2: Select the variables for which partial

correlation is to be worked out and also the

variables for which effects are to be eliminated,

as shown below.

Leaf area (cm2): X1 94.61 42.3 98.15 72.61 174.45 115.62 78.41 133.74 112.94 148.28

Total shoot length(cm): X2 525.56 345 711.11 307.56 529.44 631.67 526.67 442.22 482.33 422.78

Leaf moisture(%): X3 79.35 58.41 73.67 74.6 81.21 82.83 78.66 80.76 80.66 78.26

Leaf yield/plant(g): Y 255.56 97.78 237.78 161.11 263.33 237.78 217.78 224.44 228.89 190

Slide 12.11: Data structure and selection of appropriate correlation submenu in analysis menu of SPSS
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Step 3: Click OK to get the following output.

In the similar fashion, by changing the variables

in Step 2, one can have different combinations

of partial correlation coefficients among the

variables. Given below are the different partial

correlation coefficients of dependent variable Y

with other variables as worked out following the

above process (Table 12.5).

Slide 12.12: Data structure and selection of appropriate variables in correlation submenu in analysis menu of SPSS

Table 12.5 Output table of partial correlation analysis using SPSS

To get the following partial correlation coefficients:

- - - P A R T I A L C O R R E L A T I O N C O E F F I C I E N T S - - -

Controlling for: X2 X3

Y X1

Y 1.0000 .2488

X1 .2488 1.0000

- - - P A R T I A L C O R R E L A T I O N C O E F F I C I E N T S - - -

Controlling for.. X3 X1

Y X2

Y 1.0000 .7890*

X2 .7890* 1.0000

- - - P A R T I A L C O R R E L A T I O N C O E F F I C I E N T S - - -

Controlling for: X1 X2

Y X3

Y 1.0000 .7778*

X3 .7778* 1.0000

* - Signif. LE .05 ** - Signif. LE .01 (2-tailed)

" . " is printed if a coefficient cannot be computed
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Let us consider the simple correlation

coefficients among the variables under consider-

ation as given below:

Thus, from the above, it is clear that in all the

three cases, the simple correlation coefficients

are different from the partial correlation

coefficients of yield and other three variables,

individually.

Partial correlation coefficient can also be

worked out using SAS.

12.7 Canonical Correlation

During regression analysis, generally one depen-

dent variable is taken at a time to find out its

relationship with independent variables. But in

many situations, the researchers need to consider

a group of dependent and independent variables.

The researchers become interested in getting the

relationship between a group of dependent

variables and a group of independent variables.

Canonical correlation analysis facilitates in get-

ting the interrelationship between these two

groups of variables. Canonical correlation is a

powerful multivariate technique which provides

the information of higher quality and in a more

interpretable manner. Canonical analysis suggests

the number of ways in which two groups (inde-

pendent and dependent) of variables are related,

their strength of linear relationship, and the nature

of the relationship which otherwise might be

unmanageable by judging huge number of bivari-

ate correlations between sets of variables.

In social or agricultural studies, the innovation

index, motivation index, adoption index, etc., of

farmers are dependent on age, gender, education,

income, family size, etc. Multiple regression

equation of innovation index with age, gender,

education, income, family size, etc., can predict

the innovation index only. Similarly one can pre-

dict motivation index and/or adoption index using

the independent variables mentioned above. But

if the researcher wants to evaluate/identify/index

farmers taking all the three indices at a time

by assessing the relationship of these groups

of dependent variables with the independent

variables’ group consisting of age, gender, educa-

tion, income, family size, etc., then canonical

correlation analysis could be the possible way out.

Canonical correlation measures the intensity of

relationship between the linear combinations of the
dependent variables with those of the independent

variables. The weighted linear combinations of two

or more (either for independent or for dependent)

variables are known as canonical variates (also

known as linear composites, linear compounds).

Thus, the canonical correlation measures the
strength of relationship between two canonical

variates (two sets of variables). The canonical cor-

relation analysis searches for optimum structure of

X1 X2 X3 Y

X1 Pearson correlation 1 .282 .708(*) .656(*)

Sig. (2-tailed) . .430 .022 .039

N 10 10 10 10

X2 Pearson correlation .282 1 .417 .724(*)

Sig. (2-tailed) .430 . .231 .018

N 10 10 10 10

X3 Pearson correlation .708(*) .417 1 .854(**)

Sig. (2-tailed) .022 .231 . .002

N 10 10 10 10

Y Pearson correlation .656(*) .724(*) .854(**) 1

Sig. (2-tailed) .039 .018 .002 .

N 10 10 10 10

*Correlation is significant at the 0.05 level (2-tailed)

**Correlation is significant at the 0.01 level (2-tailed)
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each set of variables thatmaximizes the intensity of

relationship between the dependent and indepen-

dent variable sets. Actually, during the above pro-

cess, the process develops the number of

independent canonical functions that maximizes

the correlation between the canonical variates.

The characteristic feature of the canonical correla-

tion is that the canonical weights are derived in

such a way so as to maximize the correlation

between the canonical variates.

In canonical analysis, one comes across with

the following terminologies (Xi’s are the inde-

pendent variables and Yj’s are the dependent

variables):

(a) Canonical loadings: It is the simple correla-

tion between the individual independent

variables and the canonical variates made

out of the independent variables. That

means rxi vs: xcv canonical loading measures

the simple linear correlation between an

observed variable and the sets of canonical

variates. Thus, canonical loading reflects the

variance that the variable shares with canon-

ical variate, that is, its relative importance to

the canonical variate; the larger the value, the

greater the importance.

(b) Canonical cross loading: As the name

suggests, it is the correlation between the

independent/dependent variables and the

opposite canonical variates, that is, canonical

variates of dependent variables/canonical

variates of independent variables, respec-

tively. That means rxi vs: ycv or ryj vs: xcv . As

such cross loadings provide a more direct

measure of the dependent–independent vari-

able relationship.

(c) Canonical function: The correlational

relationships between two canonical variates

are known as canonical function. The two

canonical variates are made of independent

and dependent variables separately. The

canonical functions are derived in such a

way that these are mutually independent of

each other, that is, orthogonal.

(d) Canonical root: The square of the canonical

correlation between two canonical variates is

known as canonical root. This is also known as

eigenvalue. Actually canonical root estimates

the amount of variations shared between the

two optimally weighted canonical variates of

the sets of independent and dependent variables.

(e) Redundancy index: It is the amount of vari-

ance of a canonical variate explained by the

other canonical variate in the canonical func-

tion. For example, redundancy index of

canonical variate of dependent variables is

the amount of variance of dependent canoni-

cal variate explained by the canonical

variates of independent variates.

Canonical correlation analysis is generally

aimed at three objectives: (1) assessing the inten-

sity of linear relationship between two sets of

variables (dependent and independent) measured

from the same elements, (2) working out the

weights of the linear combinations, that is, canoni-

cal variates in such a way that each set will have

maximum correlation, and (3) assessing the con-

tribution of each variable to the canonical function.

Sample size plays a great role in canonical

analysis. Small sample size fails to represent the

correlation adequately, while very large sample

may lead to a very small correlation significant

at every instance. As a guideline, the researcher is

advised to maintain at least ten observations per

variable, though there is no or little importance of

variables to be included in the dependent or inde-

pendent sets, because of the maximization of cor-

relation during productions of canonical variates

that affect the entire process. Here lies the impor-

tance of selection of variables in the canonical

variates. It is always welcome that the researcher

should have conceptua understanding in linking

the sets for variables before canonical correlation

analysis.

Various ways of interpreting the canonical

correlations have been propounded. As most of

the multivariate analyses require computer soft-

ware and the output generated may vary among

these packages, among these the cross loading

approach ismostly preferred, if not available, either

to calculate these manually or to use canonical

loadings for interpretation.

Example 12.3. Using the same data set of 37

varieties for 19 characters and taking X1–X10

as independent and X11–X19 as dependent

variables, let us see the canonical correlation

analysis through SAS.
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Step 1: Import/transport/copy the data set as

given below in two slides.

Step 2: Write the command along with specifica-

tion of groups of variables, as shown above.

Slide 12.13: Data structure for canonical analysis using SAS

Slide 12.14: Data structure and commands for canonical analysis using SAS
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Step 3: Get the following output.

Slide 12.15: Portion of output for canonical analysis using SAS

Slide 12.16: Portion of output for canonical analysis using SAS

(Canonical cross loading of first set of variables with opposite canonical variables)
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Slide 12.17: Portion of output for canonical analysis using SAS

(Canonical cross loading of second set of variables with opposite canonical variables)

Slide 12.18: Portion of output for canonical analysis using SAS

(Canonical loadings)
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12.8 Multiple Regression Analysis
and Multicollinearity

During the regression analysis, we have assumed

that the predictor variables are independent not

only with each other but also with the distur-

bance terms. But in real-life situation, hardly

one can find any variable which is independent

of other variables. Actually, in social, economic,

business, biological, and other fields, the

variables tend to move together. As a result, the

variables will be correlated with each other,

thereby violating the assumptions of the regres-

sion analysis. This phenomenon of linear associ-

ation among the explanatory variables during

regression analysis is known as multicollinearity.

As a result of multicollinearity, the regression

estimates sometimes become inestimable, and

the standard errors of the estimates become

exceptionally high, giving rise to nonsignificance

of the regression estimates. Thus, the

relationships worked out, and subsequently the

conclusion drawn in the presence of multicol-
linearity may hamper/effect the quality/validity

of the conclusion. There are different techniques

to avoid/overcome the problem of multicol-

linearity. One of the techniques is to use principal

component analysis before conducting regres-

sion analysis. The principal component analysis

is a type of factor analysis.

12.9 Factor Analysis

One of the most powerful multivariate techniques

is the factor analysis aimed at simplifying and

analyzing the interrelationship among a set of

variables in the form of a relatively few number

of hypothetical variables known as factors, which

are orthogonal or uncorrelated among them-

selves. Factor analysis helps in getting an insight

into the otherwise hidden structure of the data.

The essence of factor analysis lies in explaining

the interrelationship among a large number of

variables to a small number of factors without

losing any essential information or with mini-

mum loss of information.

Slide 12.19: Portion of output for canonical analysis using SAS

(Canonical loading)
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Types of Factor Analysis: Mainly there are

two types of factor analyses:

1. The common factor analysis

2. The principal component analysis

In common factor analysis, estimates of com-

mon variance among the original variables are

used to generate the factor solution. As such the

number of factors will always be less than the

number of original variables. It assumes that the

variation in variables consists of two parts: a

common part and a unique part. On the one

hand, the common part of the variable is the

part of variable variation shared with other

variables; on the other hand, the unique part of

the variable variation is specific to the variable

concerned. Factor analysis starts with the origi-

nal variable or standardized variable. In a system

of p, variables xi’s (i ¼ 1,2. . . p) are transformed

as follows:

x1 ¼ λ11F1 þ λ12F2 þ � � � þ λ1kFk þ ε1

x2 ¼ λ21F1 þ λ22F2 þ � � � þ λ2kFk þ ε2

x3 ¼ λ31F1 þ λ32F2 þ � � � þ λ3kFk þ ε3

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

xp ¼ λp1F1 þ λp2F2 þ � � � þ λpkFk þ εp;

where covðεi; εjÞ ¼ 0; 8 i 6¼ j:

The regression coefficients λim (i ¼ 1,2,3. . .

p and m ¼ 1,2,3. . . k) are known as common fac-

tor loadings, and the residuals ε1; ε2; ε3; . . . εp are
known as the unique factors. The factor loadings

are essentially the correlations between the vari-

able and the factor concerned. The factors F1, F2,

F3,. . . Fk are known as common factors. Rotation

is a strategy used to clearly obtain the pattern of

loadings. In many of the cases, it is found that a

single factor results in high factor loadings for all

the variables under consideration. Under this situ-

ation, the factor analysis fails to provide insight

into the interrelationship among the variables.

Rotation strategy provides a clear pattern of

loadings among the factors. Rotations clearly

mark the high factor loadings for some variables

in first factor and low loading for the rest of the

variables; in subsequent factors, it marks high fac-

tor loading for some or all the variableswhichwere

not marked in first or subsequent previous factors.

Thus, under ideal situation,most of the variables, if

not all, will be distributed among the factors with

high factor loadings. Various rotational strategies

like varimax, varimax normalized, quatrimax, and

quatrimax normalized are available in most of the

computer packages dealing with factor analysis.

12.9.1 Number of Factors

The problem of retaining the number of factors

can be solved through the Kaiser criterion and

Cattell scree test. According to the former crite-

rion, one can retain the factors with eigenvalues

greater than one. The logic is that unless a factor

extracts at least equivalent to one original vari-

able, it is redundant. But according to Cattell

scree test, plot the eigenvalues against the num-

ber of factors and retain the number of factors

beyond which the curve takes almost a smooth

safe. The Kaiser method sometimes retains too

many factors, while the Cattell scree test some-

times retains too few factors. But both criteria

perform well when there are relatively few

factors and many cases (Fig. 12.1).

12.9.2 Communality

Communality of a variable is defined as the pro-

portion of the variance of the variable that is

shared with other variables, that is, common fac-

tor. Thus, the proportion of variance unique to a

particular variable is the total variance of the

variable less its communality.

12.9.3 Factor Score

One can estimate the actual values of the individ-

ual cases for the factors known as factor scores.

These factor scores are useful in further analysis

involving the factors.

For checking, the users may please note that

(1) total of eigenvalues should be equal to the

number of variables under consideration and (2)

total variance explained by all the factors must be

equal to 100.
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12.9.4 Principal Component Analysis

The principle followed in this method is to con-

struct a set of new variables called “principal

components” (Pi’s) as linear combination of the

given set of variables (mostly correlated) (Xi’s)

either from the original X’s or from their

standardized form, that is, Xi� �X
σx

;

that is; P1 ¼ a11x1 þ a12x2 þ a13x3 þ Lþ a1kxk
P2 ¼ a21x1 þ a22x2 þ a23x3 þ Lþ a2kxk
: :
: :
: :
Pk ¼ ak1x1 þ ak2x2 þ ak3x3 þ Lþ akkxk

These a’s are called loading and are so chosen

that the principal components (P’s) are orthogo-
nal, that is, uncorrelated, and the first principal

component P1 absorbs and accounts for the max-

imum possible proportion of the total variation of

the set of all X’s, the second P, that is, P2, absorbs

and accounts for maximum of the remaining

variation in the X’s, and so on.

The step-by-step procedure for PCA is as

follows:

1. Construct the correlation matrix of the explan-

atory variables.

2. Calculate the row total and column total.

3. Obtain the loading for the first principal com-

ponent P1 as

a1j ¼

Pk
j¼1

rxixjffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPk
i¼1

Pk
j¼1

rxixj

s ¼ 1j:

4. λ1 ¼ Latent root of P1

¼
Xk
j¼1

l2j ¼
Xk
j¼1

a21j ¼ a211 þ a212

þ a213 þ � � � þ a21k:

5. (λ1/k) � 100 ¼ Percent variation absorbs and

accounted for by the P1 because

Xk
m¼1

λm ¼ k:

6. Regress Y on Ps and substitute Xs in Ps to get

the relationship in original X–Y form.

Example 12.4. Using the data for yield

components in Example 12.2, let us demonstrate

the factor analysis and the PCA through SPSS.

Fig. 12.1 Cattell scree plot
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Step 1: Transform the data/open/paste the data in

SPSS editor.

Step 2: Activate “Analyze”–“Data Reduction”–

Factor submenus, as shown below.

Step 3: Select the variables for Factor Analysis,

as shown below.

Slide 12.20: Data structure and selection of appropriate submenu of analysis menu for Factor Analysis using SPSS

Slide 12.21: Data structure and selection of appropriate variables for Factor Analysis using SPSS
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Step 4: Select descriptive to get a subwindow as

shown below.

Step 5: Select the required statistics in descrip-

tive window, as shown above.

Step 6: Go to Extraction submenu to get a win-

dow at the right-hand side, as shown above,

and select the appropriate method of extraction

among the available options. If we select the

Step 6(a), then PC analysis will continue.

Slide 12.22: Data structure, selection of appropriate variables, and descriptives for Factor Analysis using SPSS

Slide 12.23: Data structure, selection of appropriate variables, and factor extractionmethod for Factor Analysis using SPSS

6(a)
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Step 7: Activate rotation option and get the win-

dow as given, and select appropriate rotation.

Slide 12.24: Data structure, selection of appropriate variables, and factor extraction method for Factor Analysis using

SPSS

Slide 12.25: Data structure, selection of appropriate variables, and factor rotationmethod for Factor Analysis using SPSS
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Step 8: Activate score option and get the window

as given, select appropriate box, and continue.

Step 9: Activate option and get the window as

given, select appropriate box, and continue.

Slide 12.26: Data structure, selection of appropriate variables, factor rotation method, and factor score option for Factor

Analysis using SPSS

Slide 12.27: Data structure, selection of appropriate variables, and factor analysis option for Factor Analysis using

SPSS (Table 12.6)
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Table 12.6 Table of output of principal component analysis using SPSS

PC analysis

Communalities

Initial Extraction

X1 1.000 .854

X2 1.000 .727

X3 1.000 .802

X4 1.000 .843

X5 1.000 .772

X6 1.000 .812

X7 1.000 .796

X8 1.000 .929

X9 1.000 .824

X10 1.000 .732

X11 1.000 .918

X12 1.000 .885

X13 1.000 .887

X14 1.000 .754

X15 1.000 .796

X16 1.000 .879

X17 1.000 .908

X18 1.000 .917

X19 1.000 .887

Extraction method: principal component analysis

Total variance explained

Component

Initial eigenvalues Extraction sums of squared loadings

Total % of variance Cumulative % Total % of variance Cumulative %

1 4.665 24.552 24.552 4.665 24.552 24.552

2 3.439 18.101 42.653 3.439 18.101 42.653

3 2.894 15.231 57.884 2.894 15.231 57.884

4 2.364 12.443 70.327 2.364 12.443 70.327

5 1.434 7.548 77.875 1.434 7.548 77.875

6 1.125 5.921 83.795 1.125 5.921 83.795

7 .685 3.607 87.402

8 .568 2.989 90.391

9 .509 2.680 93.071

10 .339 1.784 94.855

11 .259 1.362 96.217

12 .210 1.104 97.320

13 .145 .763 98.083

14 .105 .552 98.635

15 .096 .505 99.140

16 .069 .365 99.505

17 .060 .316 99.821

18 .026 .139 99.960

19 .008 .040 100.000

Extraction method: principal component analysis
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Component matrix(a)

Component

1 2 3 4 5 6

X1 .657 �.243 �.135 .068 .019 .583

X2 .326 .225 �.338 .587 .328 �.053

X3 .373 .513 .514 .232 �.140 �.251

X4 .088 .397 .332 .633 -.118 �.391

X5 �.223 .447 .459 .449 �.141 .300

X6 .129 �.555 .119 .274 .535 �.334

X7 .512 �.529 �.263 .408 �.083 .105

X8 �.004 .804 .135 �.210 �.469 �.012

X9 �.211 .323 �.559 .584 .043 .142

X10 .399 �.096 .692 �.072 .272 �.071

X11 .859 �.109 �.085 .340 �.187 �.106

X12 .851 �.056 �.181 .208 �.276 .074

X13 .665 .082 .545 �.073 �.028 .367

X14 .540 .565 �.307 .008 .176 �.134

X15 .351 �.178 .760 �.075 .233 .071

X16 �.289 .701 �.174 .080 .456 .245

X17 .723 .158 �.390 �.427 �.036 �.155

X18 .654 .222 �.305 �.542 .026 �.229

X19 .307 .651 .005 �.272 .527 .131

Extraction method: principal component analysis
aSix components extracted

Component score coefficient matrix

Component

1 2 3 4 5 6

X1 .141 �.071 �.047 .029 .013 .518

X2 .070 .065 �.117 .248 .229 �.047

X3 .080 .149 .177 .098 �.097 �.223

X4 .019 .116 .115 .268 �.082 �.348

X5 �.048 .130 .159 .190 �.098 .267

X6 .028 �.161 .041 .116 .373 �.297

X7 .110 �.154 �.091 .172 �.058 .094

X8 �.001 .234 .047 �.089 �.327 �.011

X9 �.045 .094 �.193 .247 .030 .126

X10 .086 �.028 .239 �.030 .190 �.063

X11 .184 �.032 �.029 .144 �.130 �.094

X12 .182 �.016 �.063 .088 �.193 .066

X13 .142 .024 .188 �.031 �.019 .326

X14 .116 .164 �.106 .003 .123 �.119

X15 .075 �.052 .262 �.032 .162 .063

X16 �.062 .204 �.060 .034 .318 .218

X17 .155 .046 �.135 �.180 �.025 �.138

X18 .140 .065 �.105 �.229 .018 �.204

X19 .066 .189 .002 �.115 .367 .117

Extraction method: principal component analysis
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12.10 Discriminant Analysis

One of the most important multivariate statisti-

cal tools to distinguish among the individual

elements of a population is the discriminant

analysis. The essence of this analysis lies in

providing specific group to each and every

element of a population based on its difference

from other elements of the population consid-

ering multiple characters measured on all

elements. Discriminant analysis has got various

uses in agricultural and allied sectors, finance,

business, etc. To a breeder in the field of agri-

culture, it is important to know which of the

genetic stocks are prospective with respect to

certain characters of interest in a particular

crop, so that these can be selected and

exploited in future breeding improvement pro-

gram. Thus, the object of such selection is to

place a particular genotype into homogeneous

group or otherwise. On the basis of information

on multiple parameters, a bank manager may

wish to know whether a loan applicant is good

or otherwise. Before launching any product into

the market, a manufacturer may wish to know

the areas where the company should concen-

trate on the basis of certain common

characteristics of the consumers of the product.

The objectives of the entire discriminant analy-

sis are (1) to test the existence or otherwise of

any significant differences among the groups

presumed, (2) to test whether the variables

under consideration are contributing towards

intergroup discrimination, (3) to work out a

linear combination of a variables which maxi-

mize the ratio of the squared differences

between the group means and variance within

the group, and (4) given any object or individ-

ual to assign a particular group or class. It is

essentially a statistical technique to discrimi-

nate the individuals or objects belonging to

two or more groups based on multiple

characters/variables simultaneously.

The idea of discriminant analysis was first

proposed by Fisher in 1936. Discriminant analy-

sis has got various uses in agricultural and allied

sectors, finance, business, etc. In all these cases,

discriminant analysis comes into play in taking

decisions. The existence of two or more groups

with respect to several characters/variables

measured at interval or ratio level is presumed.

The groups are mutually exclusive. Given any

object, it can be placed in any one of the groups

presumed. As because the functional form used

to combine the group characteristics towards

classifying an object into a particular class or

group is linear, it is also known as linear discrim-

inant analysis (LDA). The basic assumption on

which the entire LDA is based on is that each and

every group or class belongs to multivariate nor-

mal population. This assumption, though not

necessary, warrants for precise estimation of

probabilities and subsequent test of significance.

Let there be k variables, X1, X2,. . ., Xk,

measured on all the individual elements. One

writes linear combination of all these variables

to make

Ψ ¼ α1X1 þ α2X2 þ α3X3 þ α4X4 þ � � � þ
αk�1Xk�1 þ αkXk, where there are k number of

variables combined linearly, αi’s are called dis-

criminant coefficients, and Ψ is the value of the

discriminant function of a particular individual/

object. The αi’s are estimated in such a way that

based on Ψ values the ratio of variance between

population to that of the within population is

maximized. The technique is to frame k sets of

simultaneous equations so that solutions of these

equations provide the estimates of αi’s. Without

losing generality, one can measure the variables

from their respective means.

If we consider the simplest case of two

populations with k variables, then the discrimi-

nant function can be written in the form

Ψ ¼ α1X1 þ α2X2 þ α3X3 þ α4X4 þ � � �
þ αk�1Xk�1 þ αkXk:

Thus, for group 1

�Ψ1 ¼ α1 �X
1
1
þ α2 �X

1
2
þ α3 �X

1
3
þ α4 �X

1
4
þ � � �

þ αk�1
�X1
k�1

þ αk �X
1
k
;

and for group 2
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�Ψ2 ¼ α1 �X
2
1
þ α2 �X

2
2
þ α3 �X

2
3
þ α4 �X

2
4
þ � � �

þ αk�1
�X2
k�1

þ αk �X
2
k
;

where �X1
i and �X2

i are the sample means of ith

variable for group 1 and 2, respectively.

Let us define �d ¼ �X1
1 � �X2

1;
�X1
2 � �X2

2; . . .
�X1
k�

�
�X2
kÞ0 and �W ¼ 1

n1þn2�2
S
~
, where S

~
¼ S

~
1 þ S

~
2;

S
~
1 and S

~
2 are the sum of squares and products

matrices for the first and second with n1 and n2
number of observations, respectively, and W is

the pooled dispersion matrix for the k characters
based on two samples.

These αi’s are so chosen that

M ¼ Variance between�Ψ1 and �Ψ2

Total variance with in groups
ismaximized.

Then �α ¼ (α1, α2,. . . αk)0 is given as a solution
of the equation WA ¼ d. Let �Ψ1 and �Ψ2 be the

sample means of the values for both samples and

let �Ψ1<�Ψ2: Then a unit is assigned to the first

population if Ψ � �Ψ1þ�Ψ2

2
and to the second popu-

lation if Ψ ¼ �Ψ1þ�Ψ2

2
.

The Ψ ¼ α1X1 þ α2X2 þ α3X3 þ α4X4 þ � � �
þαk�1Xk�1 þ αkXk score obtained from any set

of values for a given object on the above

p variables is used to determine the place of the

particular object in group 1 or 2. A critical score

Ψ* is calculated (generally the average of
�Ψ1 and �Ψ2); if the score of the new object lies

between the Ψ* and �Ψ1, then it belongs to group

1; on the other hand, if it lies between the Ψ* and
�Ψ2, then it belongs to group 2. The effectiveness

of the discriminant function is measured with the

help of probability of misclassification. The prob-

ability of misclassification is defined as the pro-

portion of objects/individuals that are placed in a

group but are actually belonging to other groups.

Thus, for a two-group problem, the probability of

misclassification is the proportion of objects

belonging to group 1 but placed in group 2 and

similarly the proportion of objects/individuals

belonging to group 2 but placed in group 1.

To test for the equality of two population

mean vector, that is, to test H0 : μ
~
1 ¼ μ

~
2,

we calculate statistic T2 analogous to Fisher’s

t statistic, defined as

T2 ¼ n1n2
n1þn2

d
~

0 W
~

�1d
~
. This is known as

Hotelling’s T2 statistic. This T2 is distributed as

n1þn2�2ð Þk
n1þn2�k�1

Fk;n1þn2�k�1
, assuming that the

variance–covariance matrices of the two

populations are identical but unknown.

D2 ¼ d
~

0 W
~

�1d
~
;

¼ A
~

0d
~

¼
Xk
i¼1

αidi;

where αi’s are the linear discriminant coefficients

and di’s are as defined above.

This D2 is known as Mahalanobis generalized

D2 statistic.

The relationship between Hotelling’s T2 sta-

tistic and Mahalanobis generalized D2 statistic is

T2 ¼ n1n2
n1 þ n2

D2.

To test H0 we have

F ¼ n1 þ n2 � k � 1

k

� n1n2
ðn1 þ n2Þðn1 þ n2 � 2ÞD

2; with k; n1

þ n2 � k � 1 d:f:

Contribution of different characters towards

group discrimination is worked out as follows:
αidi�100

D2 .

Test for the equality of p (>2) population

mean vectors:

In this problem, our objective is to test the null

hypothesisH0 : μ1 ¼ μ2 ¼ � � � ¼ μk vectors based
on k characters. In this situation, we useΛ statistic,

defined as Λ ¼ Wj j
WþBj j , whereW and B are the sum

of squares and sum of product matrices for within

population and between population. This is known

as Wilk’s Λ (lambda) criterion, which is asymp-

totically distributed as χ2 distribution

χ2kðp�1Þ ¼ ðn� 1Þ � k þ ðp� 1Þ þ 1

2

	 

logeΛ:

Example 12.5. The following table gives the

information on 20 yield and yield components

for 37 varieties distributed in four groups. Justify

whether grouping was made correctly on not,

contribution of different yield components in

group discrimination.
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Slide 12.28: Data structure and selection of appropriate analysis submenu of discriminant analysis using SPSS

Slide 12.29: Data structure, selection of appropriate variables, and descriptives in discriminant analysis using SPSS

12.10 Discriminant Analysis 367



www.manaraa.com

By using same data with SPSS, one gets the

following output:

Slide 12.30: Data structure, selection of appropriate variables, and classification option in discriminant analysis using

SPSS (Table 12.7)

Table 12.7 Discriminant analysis output using SPSS

Analysis Case Processing Summary

Unweighted Cases N Percent

Valid 37 100.0

Excluded Missing or out-of-range group codes 0 .0

At least one missing discriminating variable 0 .0

Both missing or out-of-range group codes and at least one missing discriminating variable 0 .0

Total 0 .0

Total 37 100.0

Group statistics

Valid N (listwise)

VAR00001 Mean Std. deviation Unweighted Weighted

1 x1 32.8822 2.46721 18 18.000

x2 1.4874E2 9.29225 18 18.000

x3 1.3246E2 8.86043 18 18.000

x4 20.4217 1.70423 18 18.000

x5 1.6609E2 15.40695 18 18.000

x6 1.0137E2 6.84825 18 18.000

x7 22.3661 2.19903 18 18.000

x8 32.5050 4.36185 18 18.000

x9 9.8800 1.32207 18 18.000

x10 1.3515E2 8.81418 18 18.000

x11 7.5578 .51970 18 18.000

x12 2.0706 .12982 18 18.000

(continued)
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(continued)

Group statistics

Valid N (listwise)

VAR00001 Mean Std. deviation Unweighted Weighted

x13 1.8444E2 33.87301 18 18.000

x14 1.6368E3 50.82311 18 18.000

x15 2.7253E2 30.68083 18 18.000

x16 1.8756 .19318 18 18.000

x17 2.2539 .25597 18 18.000

x18 12.3950 1.94749 18 18.000

x19 8.3183 .81692 18 18.000

2 x1 33.8550 1.43826 6 6.000

x2 1.4965E2 12.78573 6 6.000

x3 1.3007E2 11.34534 6 6.000

x4 20.1117 2.39749 6 6.000

x5 1.5417E2 18.48086 6 6.000

x6 1.0953E2 6.32227 6 6.000

x7 23.9550 1.51515 6 6.000

x8 28.9433 5.03115 6 6.000

x9 9.2883 .33457 6 6.000

x10 1.3770E2 7.99281 6 6.000

x11 8.3350 .36687 6 6.000

x12 2.3383 .17198 6 6.000

x13 1.9583E2 36.64345 6 6.000

x14 1.6296E3 90.56326 6 6.000

x15 2.7755E2 21.40818 6 6.000

x16 1.5400 .21900 6 6.000

x17 2.4200 .26758 6 6.000

x18 12.9517 1.72697 6 6.000

x19 7.6600 .94786 6 6.000

3 x1 38.3375 2.58296 4 4.000

x2 1.5257E2 6.38617 4 4.000

x3 1.2703E2 18.56861 4 4.000

x4 20.5650 2.01287 4 4.000

x5 1.6017E2 23.88554 4 4.000

x6 1.0463E2 3.41556 4 4.000

x7 25.2675 1.37337 4 4.000

x8 28.0425 3.02432 4 4.000

x9 9.4975 .65541 4 4.000

x10 1.3780E2 8.58697 4 4.000

x11 8.8250 .29445 4 4.000

x12 2.3600 .12570 4 4.000

x13 2.1478E2 26.37621 4 4.000

x14 1.6368E3 75.70713 4 4.000

x15 2.8283E2 17.97179 4 4.000

x16 1.7900 .05099 4 4.000

x17 2.3625 .30794 4 4.000

x18 12.2500 2.00027 4 4.000

x19 8.2525 .22172 4 4.000

4 x1 36.1889 3.21260 9 9.000

x2 1.5452E2 9.98084 9 9.000

x3 1.4388E2 8.28200 9 9.000

x4 21.8244 1.54563 9 9.000

x5 1.6952E2 18.62794 9 9.000

x6 1.0680E2 7.10421 9 9.000

x7 24.8244 1.19958 9 9.000

x8 32.0367 4.06234 9 9.000

(continued)
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(continued)

Group statistics

Valid N (listwise)

VAR00001 Mean Std. deviation Unweighted Weighted

x9 9.8233 .88571 9 9.000

x10 1.4721E2 8.72016 9 9.000

x11 9.7756 .65643 9 9.000

x12 2.5222 .24702 9 9.000

x13 2.2164E2 13.83608 9 9.000

x14 1.6966E3 65.38209 9 9.000

x15 3.0191E2 17.28947 9 9.000

x16 1.6489 .20551 9 9.000

x17 2.4756 .36715 9 9.000

x18 13.4856 2.59200 9 9.000

x19 8.3322 .74328 9 9.000

Total x1 34.4341 3.11995 37 37.000

x2 1.5071E2 9.75440 37 37.000

x3 1.3426E2 11.50760 37 37.000

x4 20.7281 1.85799 37 37.000

x5 1.6435E2 17.65243 37 37.000

x6 1.0437E2 7.09265 37 37.000

x7 23.5354 2.13098 37 37.000

x8 31.3311 4.46036 37 37.000

x9 9.7289 1.05023 37 37.000

x10 1.3878E2 9.65722 37 37.000

x11 8.3603 1.04694 37 37.000

x12 2.2551 .25335 37 37.000

x13 1.9862E2 33.04842 37 37.000

x14 1.6502E3 67.12036 37 37.000

x15 2.8160E2 27.36225 37 37.000

x16 1.7568 .22761 37 37.000

x17 2.3465 .29686 37 37.000

x18 12.7349 2.06500 37 37.000

x19 8.2078 .79184 37 37.000

Tests of equality of group means

Wilks’ lambda F d.f.1 d.f.2 Sig.

x1 .618 6.812 3 33 .001

x2 .936 .758 3 33 .526

x3 .747 3.725 3 33 .021

x4 .880 1.498 3 33 .233

x5 .912 1.062 3 33 .379

x6 .793 2.874 3 33 .051

x7 .678 5.222 3 33 .005

x8 .851 1.927 3 33 .144

x9 .953 .544 3 33 .656

x10 .736 3.954 3 33 .016

x11 .227 37.379 3 33 .000

x12 .420 15.206 3 33 .000

x13 .759 3.495 3 33 .026

x14 .840 2.088 3 33 .121

x15 .803 2.692 3 33 .062

x16 .654 5.817 3 33 .003

x17 .894 1.310 3 33 .287

x18 .945 .635 3 33 .598

x19 .904 1.169 3 33 .336
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Analysis 1

Summary of canonical discriminant functions

Eigenvalues

Function Eigenvalue % of variance Cumulative % Canonical Correlation

1 28.240a 84.6 84.6 .983

2 4.258a 12.8 97.3 .900

3 .893a 2.7 100.0 .687

a. First 3 canonical discriminant functions were used in the analysis

Wilks’ Lambda

Test of Function(s) Wilks’ Lambda Chi-square df Sig.

1 through 3 .003 139.000 57 .000

2 through 3 .100 56.299 36 .017

3 .528 15.633 17 .550

Standardized Canonical Discriminant Function Coefficients

Function

1 2 3

x1 1.189 1.256 -.354

x2 �.561 �.322 .213

x3 �.554 �.048 �.248

x4 .551 �.648 .086

x5 .941 �.455 .866

x6 .265 .109 .001

x7 �.925 .271 .532

x8 .541 1.773 .597

x9 1.304 �.430 .712

x10 1.627 �1.162 .017

x11 2.678 2.685 �.431

x12 �.497 �3.419 .282

x13 �1.444 �.101 �.760

x14 �.561 �.816 .178

x15 1.556 1.370 .792

x16 .145 2.966 �.965

x17 .515 �.126 �2.887

x18 .339 .451 3.530

x19 �.404 �1.524 .493

Structure Matrix

Function

1 2 3

x11 .342* �.106 �.244

x10 .111* �.027 .096

x15 .093* �.005 .035

x2 .049* .009 �.041

x16 �.078 .285* .114

x6 .055 �.192* �.141

x19 .010 .148* .106

x17 .057 �.077* �.051

x1 .114 .060 �.518*

x8 �.006 .092 .394*

x7 .109 �.060 �.377*

(continued)
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(continued)

Structure Matrix

Function

1 2 3

x3 .088 .020 .365*

x12 .206 �.172 �.268*

x5 .021 .106 .201*

x13 .102 �.004 �.164*

x14 .076 .027 .159*

x9 .000 .080 .157*

x4 .065 .041 .113*

x18 .038 �.049 .081*

Pooled within-groups correlations between discriminating variables and standardized canonical discriminant functions

Variables ordered by absolute size of correlation within function.

*. Largest absolute correlation between each variable and any discriminant function

Canonical Discriminant Function Coefficients

Function

1 2 3

x1 .464 .491 �.138

x2 �.057 �.033 .022

x3 �.053 �.005 �.024

x4 .303 �.356 .047

x5 .053 �.026 .049

x6 .040 .017 .000

x7 �.504 .148 .290

x8 .126 .412 .139

x9 1.218 �.401 .665

x10 .188 �.134 .002

x11 5.135 5.150 �.827

x12 �2.902 �19.944 1.645

x13 �.048 �.003 �.025

x14 �.009 �.013 .003

x15 .061 .053 .031

x16 .753 15.424 �5.017

x17 1.757 �.431 �9.851

x18 .162 .215 1.683

x19 �.513 �1.938 .627

(Constant) �82.362 .234 �21.981

Unstandardized coefficients

Functions at Group Centroids

Function

VAR00001 1 2 3

1 �3.918 .930 .417

2 �1.784 �4.266 �.446

3 1.525 1.981 �2.382

4 8.348 .104 .521

Unstandardized canonical discriminant functions evaluated at group means
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12.10.1 Classification Statistics

Classification Processing Summary

Processed 37

Missing or out-of-range group codes 0

Excluded At least one missing discriminating variable 0

Used in Output 37

Prior Probabilities for Groups

Cases Used in Analysis

VAR00001 Prior Unweighted Weighted

1 .250 18 18.000

2 .250 6 6.000

3 .250 4 4.000

4 .250 9 9.000

Total 1.000 37 37.000

Classification Function Coefficients

VAR00001

1 2 3 4

x1 41.072 39.633 44.501 46.345

x2 �3.488 �3.459 �3.893 �4.157

x3 �6.062 �6.131 �6.290 �6.715

x4 30.574 33.027 31.716 34.585

x5 6.158 6.363 6.284 6.840

x6 11.206 11.206 11.441 11.684

x7 16.385 14.288 12.982 10.105

x8 31.385 29.391 32.115 32.602

x9 96.797 100.908 101.143 112.135

x10 13.404 14.501 14.281 15.822

x11 289.057 273.974 324.740 347.709

x12 �215.171 �119.170 �256.539 �234.126

x13 �4.836 �4.899 �5.030 �5.424

x14 .019 .064 �.050 �.078

x15 6.895 6.720 7.195 7.599

x16 4.049 �70.146 38.408 .027

x17 �102.865 �88.375 �66.184 �81.989

x18 62.076 59.851 58.472 64.059

x19 �47.096 �38.665 �53.682 �51.727

(Constant) �4.940E3 �5.100E3 �5.324E3 �5.979E3

Fisher’s linear discriminant functions

Classification Resultsa

Predicted Group Membership

VAR00001 1 2 3 4 Total

Original Count 1 18 0 0 0 18

2 0 6 0 0 6

3 0 0 4 0 4

4 0 0 0 9 9

% 1 100.0 .0 .0 .0 100.0

2 .0 100.0 .0 .0 100.0

3 .0 .0 100.0 .0 100.0

4 .0 .0 .0 100.0 100.0

a. 100.0% of original grouped cases correctly classified.
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Example 12.6. Using the SPAR1 software for

the same example and taking the first ten

characters into consideration with the following

four groups, the output would be as given below:

Fisher’s Discriminant Analysis

char means group 1

char means group 2

char means group 3

char means group 4

32.97 150.55 131.38 20.61 171.95 102.44 21.96 32.19

10.15 133.29 7.37 2.04 179.54 1625.25 270.99 1.89

2.18 11.84 8.02

36.10 149.59 128.31 20.40 157.17 106.21 24.36 28.84

9.43 139.47 8.52 2.34 209.62 1643.08 282.55 1.69

2.41 12.76 8.09

32.99 147.77 133.72 20.00 154.33 102.68 23.61 31.74

9.28 136.86 8.10 2.19 190.32 1642.42 273.74 1.75

2.39 13.21 8.47

36.19 154.52 143.88 21.82 169.52 106.80 24.82 32.04

9.82 147.21 9.78 2.52 221.64 1696.59 301.91 1.65

2.48 13.49 8.33

chars included in dis. function

1 2 3 4 5 6 7 8 9 10

groups 1 2

group diff. d(i),s

�0.02 2.78 �2.34 0.61 17.61 �0.24

�1.65 0.45 0.87 �3.57

t-values for D(I),S

�0.02 0.66 �0.50 0.68 3.18 �0.07

�1.95 0.20 1.90 �0.94

determinant of pooled var/cov matrix¼ 0.43857635E+11

discriminant function coefficients L(I),S

0.9938 �0.1752 �0.0033 0.7923 0.1135 �0.1393 �1.5224

�0.6471 1.6698 �0.1320

L(I)xD(I) values

0.0211 �0.4869 0.0078 0.4810 1.9994 0.0336 2.5132

�0.2893 1.4611 0.4705

(continued)

(continued)

L(I)xD(I)x100/DSQ values

�0.3423 �7.8917 0.1270 7.7969 32.4094

0.5448 40.7367 �4.6896 23.6830 7.6258

d-square¼ 0.61692864E+01 hotelling t-

square¼ 0.29612570E+02

F value for testing T-SQ¼ 1.481 WITH 10

AND 9 D.F.

centroid discriminant scores for groups 1 and 2 are -

27.3625 and -33.5317

groups 1 3

group diff. D(I), S

�3.13 0.96 3.07 0.22 14.78 �3.78 �2.40

3.35 0.72 -6.18

t-values for d(i),s

�2.27 0.20 0.56 0.26 1.70 �1.38 �2.53

1.70 1.50 �1.65

DETERMINANT OF POOLED VAR/COV MATRIX ¼
0.31849705E+11

DISCRIMINANT FUNCTION COEFFICIENTS

L(I),S

�0.2534 �0.2416 0.2667 0.0395 �0.0181 �0.5544

�2.3654 �1.4696 0.8977 �0.4154

L(I)xD(I) VALUES

0.7929 �0.2322 0.8198 0.0085 �0.2677 2.0936

5.6731 �4.9189 0.6486 2.5654

L(I)xD(I)x100/DSQ VALUES

11.0382 �3.2321 11.4131 0.1186 �3.7266 29.1462

78.9766 �68.4772 9.0293 35.7139

D-SQUARE¼ 0.71832473E+01 HOTELLING T-

SQUARE¼ 0.34479590E+02

F VALUE FOR TESTING T-SQ¼ 1.724 WITH 10

AND 9 D.F.

CENTROID DISCRIMINANT SCORES FOR GROUPS 1

AND 3 ARE -214.2960 AND -221.4792

GROUPS 1 4

GROUP DIFF. D(I),S

�3.22 �3.96 -12.50 �1.21 2.43 �4.36 �2.86

0.15 0.33 �13.92

(continued)
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(continued)

T-VALUES FOR D(I),S

�2.39 �0.90 �3.50 �1.60 0.33 �1.40 �3.37

0.08 0.62 �3.61

DETERMINANT OF POOLED VAR/COV MATRIX

¼ 0.56254955E+11

DISCRIMINANT FUNCTION COEFFICIENTS L(I),S

�0.4532 �0.1486 0.0266 �0.7149 �0.0276 �0.7006

�2.5632 �1.7477 1.1586 �0.2437

L(I)xD(I) VALUES

1.4587 0.5893 �0.3328 0.8676 �0.0670 3.0547

7.3314 �0.2651 0.3843 3.3920

L(I)xD(I)x100/DSQ VALUES

8.8877 3.5903 �2.0275 5.2858 �0.4080 18.6114

44.6678 �1.6149 2.3412 20.6663

D-SQUARE¼ 0.16413136E+02

HOTELLING T-SQUARE¼ 0.84410420E+02

F VALUE FOR TESTING T-SQ¼4.443 WITH 10

AND 10 D.F.

CENTROID DISCRIMINANT SCORES FOR

GROUPS 1 AND 4 ARE -258.3327 AND -274.7458

GROUPS 2 3

GROUP DIFF. D(I),S

�3.11 �1.82 5.42 �0.39 �2.83 �3.54 �0.75

2.90 �0.15 �2.61

T-VALUES FOR D(I),S

�2.48 �0.37 0.84 �0.42 �0.33 �0.98 �1.06

1.21 �0.74 �0.66

DETERMINANT OF POOLED VAR/COV

MATRIX¼ 0.37497077E+09

DISCRIMINANT FUNCTION COEFFICIENTS L(I),S

�2.5936 0.1834 0.6440 �2.8162 �0.1129 �0.4099 4.6301

0.2521 7.2228 �0.2808

L(I)xD(I) VALUES

8.0595 �0.3335 3.4888 1.1018 0.3198 1.4490

�3.4610 0.7311 �1.1015 0.7332

L(I)xD(I)x100/DSQ VALUES

73.3534 �3.0355 31.7530 10.0284 2.9109 13.1877

�31.5002 6.6544 �10.0250 6.6729

(continued)

(continued)

D-SQUARE¼ 0.10987192E+02

HOTELLING T-SQUARE¼ 0.43948760E+02

F VALUE FOR TESTING T-SQ¼1.570 WITH 10

AND 5 D.F.

CENTROID DISCRIMINANT SCORES FOR

GROUPS 2 AND 3 ARE 57.7524 AND 46.7652

GROUPS 2 4

GROUP DIFF. D(I), S

�3.20 �6.74 �10.16 �1.82 �15.18 �4.12 �1.21 �
0.30 �0.54 �10.35

T-VALUES FOR D(I), S

�2.63 �1.49 �2.07 �2.08 �2.10 �1.06 �2.14

�0.13 �1.73 �2.56

DETERMINANT OF POOLED VAR/COV

MATRIX¼ 0.36381531E+09

DISCRIMINANT FUNCTION COEFFICIENTS L(I),S

�1.8258 1.4017 �0.7546 �4.2540 0.3174 �0.2351

�14.6768 �1.8397 �2.1950 �0.3366

L(I)xD(I) VALUES

5.8383 �9.4535 7.6646 7.7452 �4.8192 0.9682

17.7508 0.5435 1.1926 3.4851

L(I)xD(I)x100/DSQ VALUES

18.8845 �30.5784 24.7920 25.0528 �15.5882

3.1318 57.4170 1.7580 3.8577 11.2730

D-SQUARE¼ 0.30915662E+02

HOTELLING T-SQUARE¼ 0.13093690E+03

F VALUE FOR TESTING T-SQ¼ 5.237 WITH 10

AND 6 D.F.

CENTROID DISCRIMINANT SCORES FOR

GROUPS 2 AND 4 ARE -485.6838 AND -516.5995

GROUPS 3 4

GROUP DIFF. D(I),S

�0.09 �4.93 �15.57 �1.43 �12.35 �0.58 �0.46

�3.20 �0.39 �7.74

T-VALUES FOR D(I),S

�0.06 �0.98 �2.73 �1.80 �1.25 �0.19 �0.65

�1.55 �1.14 �1.94

(continued)
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12.11 Cluster Analysis

Researchers, particularly in the field of social

science, breeding, genetics, medical, and other

fields, always want to have groups of homoge-

neous elements so that there exist maximum var-

iation among the groups and minimum variation

among the individual elements of particular

group. This will facilitate further action-oriented

research with the elements of these groups. In

conventional breeding, the possibility of success

in a breeding program increases with the crossing

between two parents in two different groups hav-

ing maximum genetic distance between them.

The possibility of in breeding depression

increases as the distance between the parents

decreases. Clustering based on genetic distances

may help in identifying the parents for breeding

improvement program. In social sciences, an

extension specialist may try to adopt different

extension strategies for different groups of

people depending upon their multiple charac-

teristics. The extension personal may like to

have groups of homogeneous respondents

which may fit well to specific extension strategy.

In medical sciences, classification of diseases

may provide a structural basis towards combat-

ing a group of diseases. Cluster analysis is a

multivariate statistical technique used to form

group of relatively homogeneous elements/

individuals/entities together. The main emphasis

in cluster analysis remains in exploring the pos-

sibility of formation of homogeneous groups

of individuals or objects based on multiple

characteristics. In all the clustering activities,

the main objective remains in bringing together

the individuals or the objects or the entities

within a group having minimum variance

among them and maximum variance between

the groups.

The main activities of cluster analysis encom-

pass three major steps: (1) to measure the dis-

tance between any two objects based on multiple

characteristics, (2) the procedure for formation

of clusters, that is, amalgamation technique, and

(3) to form the clusters based on the distances

calculated taking multiple characters into consid-

eration and following the appropriate amalgam-

ation technique. This will help in further

utilization of information generated through

cluster analysis.

12.11.1 Distance Measures

Let there be n number of individuals, all

measured for p number of characters. The first

task is to find out a suitable measure which can

be used to have an idea about the distances

between any two individuals based on the

p characters. These will be used to form the

distance matrix among the n individuals.

In literature several distance measures are

found; we discuss some of these below:

(continued)

DETERMINANT OF POOLED VAR/COV

MATRIX¼ 0.12996363E+10

DISCRIMINANT FUNCTION COEFFICIENTS L(I),S

0.0915 0.0325 �0.1818 �0.1363 0.0288

�0.6955 �4.1911 �1.7772 �0.7058 �0.1388

L(I)xD(I) VALUES

�0.0082 �0.1601 2.8312 0.1948 �0.3557 0.4062 1.9360

5.6790 0.2758 1.0746

L(I)xD(I)x100/DSQ VALUES

�0.0695 �1.3483 23.8443 1.6403 �2.9954

3.4209 16.3054 47.8289 2.3231 9.0502

D-SQUARE¼ 0.11873580E+02

HOTELLING T-SQUARE¼ 0.50288100E+02

F VALUE FOR TESTING T-SQ¼2.012 WITH 10

AND 6 D.F.

CENTROID DISCRIMINANT SCORES FOR

GROUPS 3 AND 4 ARE �266.6579 AND �278.5314
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1. Minkowski distance is defined as

Mij ¼ r

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPp
k¼1

Xik � Xjk

�� ��rs
, where Mij denotes

the distance between two objects i and j,
k ¼ 1,2,3. . . p the number of characters, and

r is the parameter chosen suitably.

2. If we select r ¼ 2, then we get the Euclidean
distance measure. Thus, Euclidean distance

measure between ith and jth individual is

given as Eij ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPp
k¼1

Xik � Xjk

� �2s
.

3. Squared Euclidean distance ¼ E2
ij
¼ Pp

k¼1

Xik � Xjk

� �2
is also used when anyone wants

to put greater weights on objects that are fur-

ther apart.

4. City block distance: In Minkowski

distance measure, if we put r ¼ 1 and take the

absolute value, we get the measure CBij ¼
Pp
k¼1

Xik � Xjk

�� ��. This is nothing but the sum of the

distance across the p dimensions between any

two objects. This distance measure is also

known as Manhattan distance measure.

5. Chebychev’s distance measure: According to

this measure, two individuals are different if

they differ in anyone of the characteristics,

and as such this distance is calculated as

Cij ¼ Maximum Xik � Xjk

�� ��. Thus, in this dis-

tance measure dissimilarity is the major point

of interest rather than the similarity.

6. Power distance measure: The power distance

measure is defined asMij ¼ r

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPp
k¼1

Xik � Xjk

�� ��qs
,

where q and r are the user-defined parameters.

In fact the same weight r is placed to each and

every dimension of Minkowski measure.

7. Percent disagreement ¼ PDij ¼ Number of Xik 6¼Xjk

p ;

when the information is of categorical in

nature, then this type of measure becomes

useful. In taxonomic studies, the difference

in banding pattern in response to an enzymatic

action is used to differentiate two samples.

8. Mahalanobis D2 value as described in dis-

criminant analysis is also used in measuring

the distance between two individuals based on

multiple characters.

It must clearly be noted that some of the

above-mentioned distances are based on similar-

ity while the others are based on dissimilarity;

each of the above-mentioned distances has got

merits and demerits; not all the measures are

equally useful in all situations. Hence, proper

selection of distance measure is one of the most

important points in cluster analysis.

12.11.2 Clustering Technique

Amalgamation of the similar individuals into

different groups on the basis of appropriate simi-

larity or dissimilarity distance measure

constitutes the clustering technique. Among the

different clustering techniques, the hierarchical

technique, partitioning technique, graphical

method, etc., are use mostly.

12.11.2.1 Hierarchical Technique
In this method of clustering, each n individual is

assumed to be in n individual clusters initially.

Successive fusions take place by linking the most

similar to more similar cases or objects and so on

in the successive steps. The reverse process of

successive divisions of the cases into the most

dissimilar to more dissimilar and so on also takes

place. The special feature of this technique is that

once an object is allocated to a cluster, it is never

removed or combined with other objects belong-

ing to some other clusters. Among the different

methods of linking the objects in different

clusters, single linkage (nearest neighbor), com-

plete linkage (furthest neighbor), unweighted

pair group average (UPGMA), weighted pair

group average (WPGMA), unweighted pair

group centroid (UPGMC), weighted pair group

centroid (WPGMC), Ward’s method, etc., are

important and mostly used.

(a) Single linkage: In this method, two objects

having minimum distance (nearest neighbor)
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form the first cluster. In the next step, either

a third object will join them or another two

closest unclustered objects are joined to form

a second cluster. This depends on whether

the distance from one of the unclustered

objects to the first cluster is shorter than the

distance between the two closest unclustered

objects or not. This process continues to pres-

ent a long chain.

(b) Complete linkage: In this method, first,

the two objects having maximum distance

(furthest neighbor) between them constitute

two groups. Next the object either joins

one of the previous two clusters or forms its

own group following the above rule as in the

case of first two objects. The process continues

till all the objects have becomemember of any

cluster or form their own groups.

(c) Unweighted pair group average (UPGMA):
The distance between a cluster and an object

is calculated as the average distance between

all the objects in the cluster and the objects

supposed to enter into the cluster.

(d) Weighted pair group method (WPGMA): Use

of weights as the number of objects in the

clusters to which another object is sought to

be included or excluded in the unweighted

pair group method is weighted pair group

method.

(e) Centroid method: Cluster centers are

identified for different clusters, and the

distances (closest or furthest) are calculated

from this centroid to the object (being con-

sidered for inclusion or exclusion) following

either unweighted or weighted method. This

process results in unweighted pair group cen-

troid or weighted pair group centroid linkage

distance, respectively.

(f) Ward’s method: This is a method of using the

technique of analysis of variance (ANOVA).

The error sum of squares (ESS) serves as

objective function which is minimized during

amalgamation. Thismethod assumes n groups
of objects with one object per group initially.

Then the first group is formed by selecting

two of these n groups. This (n � 1) set of

groups is examined to determine the objective

function. The process is followed systemati-

cally for initial n groups to n � 1 to n � 2 to

n � 3. . ., to 1 group, and in each stage, the

objective function is assessed and the stage at

which the objective function is minimum is

taken. This method has the tendency to form

clusters of small sizes.

(g) Tocher method of clustering: D2 values are

arranged in ascending order. Two objects

having smallest distance from each other

(nearest neighbor) are considered to form

the initial cluster. A third object having

smallest average D2 value from the first two

objects is added. The process continues till

one comes across with an abrupt change in

the average D2 value. A new cluster is started

and the same procedure is followed. Care

should be taken that intercluster distance

should be greater than the intracluster

distance.

12.11.2.2 k-means Clustering Technique
Instead of forming unknown number of clusters

with n objects, it becomes useful to the

researchers or users to cluster the whole n objects

into some prespecified number of clusters. While

making the clusters, one of the distance measures

discussed and deemed suitable for the situation

may be adopted. So far as amalgamation tech-

nique is concerned, it starts with k random clas-

ses and uses ANOVA technique to compare

within and between group variances to compute

significance test to test the null hypothesis that

the group means are different from each other.

In the process, the objects are moved in and out

of groups to get the most significant ANOVA

result so as to minimize within cluster variance

and maximize between cluster variance.

12.11.3 Graphical Method (Glyph
and Metroglyphs)

This method does not require extensive formal

computational algorithm in forming the clusters

and is especially useful in the absence of efficient

computer knowledge or facility. The essence of
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this method lies on placing the objects/

individuals on a two-dimensional space taking

any two of the p characters. Next other characters
for each and every individual are presented with

the help of lines/rays or some other geometric

figures proportional to some suitably transformed

index/scales/scores (if required). From the place-

ment and the cumulative values (or scores) of the

individuals, one can have distinct idea about the

different groups. This method is also objected for

its subjective nature.

12.11.4 Dendrogram (Tree Diagram)

Graphical representation linking the objects or

variables based on the criteria discussed is

known as dendrogram or tree diagram.

Readers must note that clustering is a power-

ful multivariate technique helpful in grouping the

variables as well as individuals of any popula-

tion, but it requires extensive knowledge about

the theory of the method to be used, its useful-

ness, and appropriateness under specific situa-

tion. Researchers should be guided by the

conceptual framework about the subject con-

cerned and the requirement and should not be

tempted to be guided by the availability of the

options in the statistical packages. While dealing

with cluster analysis, the following points may be

noted:

1. Cluster analysis is a useful technique and can

be applied for univariate as well as multivari-

ate data.

2. Presence of outliers should be dealt with cau-

tion as most of the clustering techniques are

sensitive to the presence of outliers in the data.

3. Selection of appropriate similarity or dissimi-

larity measure should be taken with utmost

care.

4. Similarly, the linkage method to be adopted is

also not exclusive for a particular situation,

though average linkage is preferred over the

others.

5. As most of the clustering analyses are to be

performed using computer software and in

standard packages there are a number of

options in each stage, one should be very

careful in selecting the appropriate one.

Knowledge of the technique and methods is

essential to have meaningful conclusion from

cluster analysis.

Example 12.7. The table in the next page gives

data on 19 yield component characters for 37

varieties. Using the data cluster the varieties.
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Solution. The following slides demonstrate the

data transformation to SAS data editor, the

commands for execution of cluster analysis,

the distance matrix, and the dendrogram. It may

be noted that in each and every step, there are

alternatives/options and related commands. The

following method is neither unique nor

exhaustive.

Slide 12.32: Data structure and commands for cluster analysis using SAS

Slide 12.31: Data structure for cluster analysis using SAS
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Slide 12.34: Portion of the output as obtained by cluster analysis using SAS

Slide 12.33: Distance matrix as obtained by cluster analysis using SAS
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Taking the same example of 37 varieties for

20 characters (along with yield) and using

STATISTICA software, one can have the cluster

analysis of the varieties, as shown in the follow-

ing slides. Readers may kindly note that each

software has its own way of presentation and

having varied options, the researchers must be

very careful in using the appropriate one befitting

with the requirement of the research program.

Slide 12.36: Data along with menu bar for cluster analysis using STATISTICA

Slide 12.35: Dendrogram of 37 varieties as obtained by cluster analysis using SAS

384 12 Multivariate Analysis



www.manaraa.com

Slide 12.37: Data along with selected variables for cluster analysis using STATISTICA

Slide 12.38: Data along with selected linkage method for cluster analysis using STATISTICA
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Slide 12.39: Data along with selected linkage and distance measure for cluster analysis using STATISTICA

Slide 12.40: Menu bar for getting output for cluster analysis using STATISTICA
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Slide 12.41: Data along with dendrogram for 37 varieties (cases) through cluster analysis using STATISTICA

Slide 12.42: Amalgamation schedule along with linkage distance plot through cluster analysis using STATISTICA
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Slide 12.43: Amalgamation schedule along with linkage distance plot and distance matrix among the varieties through

cluster analysis using STATISTICA

388 12 Multivariate Analysis



www.manaraa.com

Instrumentation and Computation 13

13.1 Instruments

Instruments have become an indispensible part of

modern scientific research; may it be laboratory/

field research, use of one or more instruments is

inevitable. The knowledge of instruments about

their function, principle, and safety measure dur-

ing use is an essential part of research activities.

Thousands of instruments with their variants are

being put into use in research. Everyday a number

of new instruments are being invented and

dedicated for the betterment of the humanity.

One can hardly provide description of all these

instruments at any point of time. In this chapter,

our attempt will remain to provide a brief descrip-

tion of some of the mostly used instruments in

agriculture and allied fields. It must clearly be

noted that this attempt is neither exhaustive nor

any effort to list the instruments. The following

table gives a glimpse of few instruments used.

P.K. Sahu, Research Methodology: A Guide for Researchers in Agricultural Science,
Social Science and Other Related Fields, DOI 10.1007/978-81-322-1020-7_13, # Springer India 2013
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ly
.
R
o
ta
ry

sw
ir
li
n
g
ag
it
at
io
n
is
u
se
d
ex
te
n
si
v
el
y
in

ti
ss
u
e

cu
lt
u
re

w
o
rk

an
d
o
th
er

ch
em

ic
al
m
ix
in
g
p
ro
ce
d
u
re
s.
D
.C
.
m
o
to
r
d
ri
v
es

th
e

sh
ak
er

m
ec
h
an
is
m

th
ro
u
g
h
m
ec
h
an
ic
al

tr
an
sm

is
si
o
n
w
it
h
v
-b
el
t
d
ri
v
e.

M
in
im

u
m

p
re
ca
u
ti
o
n
ar
y
m
ea
su
re
s
sh
o
u
ld

b
e
ta
k
en

to
m
ai
n
ta
in

th
e
sp
ee
d
,

ti
m
e,
an
d
p
ro
p
er

p
la
ce
m
en
t
o
f
th
e
sa
m
p
le
s
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F
la
m
e
p
h
o
to
m
et
er

R
el
ia
b
le

an
d
ac
cu
ra
te

co
n
ce
n
tr
at
io
n
o
f
N
a,
K
,
L
i,
C
a,
et
c.
,
in

so
lu
ti
o
n
s

re
m
ai
n
s
im

p
o
rt
an
t
in

cl
in
ic
al

an
d
so
il
la
b
o
ra
to
ri
es
,
an
d
fl
am

e
p
h
o
to
m
et
er

p
la
y
s
a
g
re
at
ro
le
in

th
is
d
ir
ec
ti
o
n
.
F
la
m
e
p
h
o
to
m
et
ry

(a
ls
o
k
n
o
w
n
as

fl
am

e

at
o
m
ic
em

is
si
o
n
sp
ec
tr
o
m
et
ry
)
is
a
b
ra
n
ch

o
f
at
o
m
ic
sp
ec
tr
o
sc
o
p
y
in
w
h
ic
h

th
e
sp
ec
ie
s
ex
am

in
ed

in
th
e
sp
ec
tr
o
m
et
er

ar
e
in

th
e
fo
rm

o
f
at
o
m
s.
T
h
e

o
th
er

tw
o
b
ra
n
ch
es

o
f
at
o
m
ic

sp
ec
tr
o
sc
o
p
y
ar
e
at
o
m
ic

ab
so
rp
ti
o
n

sp
ec
tr
o
p
h
o
to
m
et
ry

(A
A
S
)
an
d
in
d
u
ct
iv
el
y
co
u
p
le
d
p
la
sm

a–
at
o
m
ic

em
is
si
o
n
sp
ec
tr
o
m
et
ry

(I
C
P
-A

E
S
),
a
re
la
ti
v
el
y
n
ew

an
d
v
er
y
ex
p
en
si
v
e

te
ch
n
iq
u
e.
In

al
l
ca
se
s
th
e
at
o
m
s
u
n
d
er

in
v
es
ti
g
at
io
n
ar
e
ex
ci
te
d
b
y
li
g
h
t.

F
la
m
e
p
h
o
to
m
et
ry

is
si
m
p
le

an
d
re
la
ti
v
el
y
in
ex
p
en
si
v
e
an
d
u
se
d
fo
r

cl
in
ic
al
,
b
io
lo
g
ic
al
,
an
d
en
v
ir
o
n
m
en
ta
l
an
al
y
si
s.
F
la
m
e
p
h
o
to
m
et
ry

is

su
it
ab
le

fo
r
q
u
al
it
at
iv
e
an
d
q
u
an
ti
ta
ti
v
e
d
et
er
m
in
at
io
n
o
f
se
v
er
al

ca
ti
o
n
s,

es
p
ec
ia
ll
y
fo
r
m
et
al
s
th
at

ar
e
ea
si
ly

ex
ci
te
d
to

h
ig
h
er

en
er
g
y
le
v
el
s

(n
am

el
y
,
N
a,
K
,
R
b
,
C
s,
C
a,
B
a,
C
u
)
at
a
re
la
ti
v
el
y
lo
w
fl
am

e
te
m
p
er
at
u
re
.

C
ar
ef
u
l
an
d
fr
eq
u
en
t
ca
li
b
ra
ti
o
n
is
n
ec
es
sa
ry

fo
r
g
o
o
d
re
su
lt
s,
an
d
it
is
v
er
y

im
p
o
rt
an
t
to

m
ea
su
re

th
e
em

is
si
o
n
fr
o
m

th
e
st
an
d
ar
d
an
d
u
n
k
n
o
w
n

so
lu
ti
o
n
s
u
n
d
er

co
n
d
it
io
n
s
th
at

ar
e
as

n
ea
rl
y
id
en
ti
ca
l
as

p
o
ss
ib
le
.
T
h
e

p
ro
ce
ss
es

in
a
fl
am

e
p
h
o
to
m
et
er

in
cl
u
d
e
th
e
fo
ll
o
w
in
g
st
ag
es
:
d
es
o
lv
at
io
n

(d
ry
in
g
),
v
ap
o
ri
za
ti
o
n
,
at
o
m
iz
at
io
n
,
an
d
io
n
iz
at
io
n
.
E
ac
h
o
f
th
es
e
st
ag
es

in
cl
u
d
es

th
e
ri
sk

o
f
in
te
rf
er
en
ce

in
ca
se

th
e
d
eg
re
e
o
f
p
h
as
e
tr
an
sf
er

is

d
if
fe
re
n
t
fo
r
th
e
an
al
y
te

in
th
e
ca
li
b
ra
ti
o
n
st
an
d
ar
d
an
d
in

th
e
sa
m
p
le

H
o
t
ai
r
o
v
en

an
d
h
o
t

ai
r
st
er
il
iz
er

A
n
el
ec
tr
ic
al

in
st
ru
m
en
t
u
se
d
fo
r
st
er
il
iz
at
io
n
.
T
h
e
o
v
en

u
se
s
d
ry

h
ea
t

5
0
–
3
0
0
� C

(g
en
er
al
ly
)
to
st
er
il
iz
e
ar
ti
cl
es
.T

h
es
e
ar
e
w
id
el
y
u
se
d
to
st
er
il
iz
e

ar
ti
cl
es

th
at

ca
n
w
it
h
st
an
d
h
ig
h
te
m
p
er
at
u
re
s
an
d
n
o
t
g
et

b
u
rn
ed
,
li
k
e

g
la
ss
w
ar
e
an
d
p
o
w
d
er
s.
L
in
en

g
et
s
b
u
rn
ed

an
d
su
rg
ic
al

sh
ar
p
s
lo
se

th
ei
r

sh
ar
p
n
es
s.
G
en
er
al
ly
,
a
d
ig
it
al
ly

co
n
tr
o
ll
ed

th
er
m
o
st
at

m
ai
n
ta
in
s
th
e

te
m
p
er
at
u
re
.
D
o
u
b
le

w
al
le
d
in
su
la
ti
o
n
se
p
ar
at
ed

b
y
an

ai
r-
fi
ll
ed

sp
ac
e
in

b
et
w
ee
n
k
ee
p
s
th
e
h
ea
t
in

an
d
co
n
se
rv
es

en
er
g
y
.
A
n
ai
r
ci
rc
u
la
ti
n
g
fa
n

h
el
p
s
in

u
n
if
o
rm

d
is
tr
ib
u
ti
o
n
o
f
th
e
h
ea
t.
T
h
e
ca
p
ac
it
ie
s
o
f
th
es
e
o
v
en
s

v
ar
y
.
P
o
w
er

su
p
p
ly

n
ee
d
s
v
ar
y
fr
o
m

co
u
n
tr
y
to

co
u
n
tr
y
,
d
ep
en
d
in
g
o
n
th
e

v
o
lt
ag
e
an
d
fr
eq
u
en
cy

(h
er
tz
)
u
se
d
.
T
em

p
er
at
u
re
-s
en
si
ti
v
e
ta
p
es

o
r
o
th
er

d
ev
ic
es

li
k
e
th
o
se

u
si
n
g
b
ac
te
ri
al
sp
o
re
s
ca
n
b
e
u
se
d
to

w
o
rk

as
co
n
tr
o
ls
,
to

te
st
fo
r
th
e
ef
fi
ca
cy

o
f
th
e
d
ev
ic
e
in

ev
er
y
cy
cl
e.
T
h
ey

d
o
n
o
t
re
q
u
ir
e
w
at
er

an
d
th
er
e
is
n
o
t
m
u
ch

p
re
ss
u
re

b
u
il
d
u
p
w
it
h
in

th
e
o
v
en
,
u
n
li
k
e
an

au
to
cl
av
e,
m
ak
in
g
th
em

sa
fe
r
to

w
o
rk

w
it
h
.
A
co
m
p
le
te

cy
cl
e
in
v
o
lv
es

h
ea
ti
n
g
th
e
o
v
en

to
th
e
re
q
u
ir
ed

te
m
p
er
at
u
re
,
m
ai
n
ta
in
in
g
th
at
te
m
p
er
at
u
re

fo
r
th
e
p
ro
p
er

ti
m
e
in
te
rv
al

fo
r
th
at

te
m
p
er
at
u
re
,
tu
rn
in
g
th
e
m
ac
h
in
e
o
ff
,

an
d
co
o
li
n
g
th
e
ar
ti
cl
es

in
th
e
cl
o
se
d
o
v
en

ti
ll
th
ey

re
ac
h
ro
o
m

te
m
p
er
at
u
re

If
th
e
d
o
o
r
is
o
p
en
ed

b
ef
o
re

ti
m
e,
h
ea
t
es
ca
p
es

an
d
th
e
p
ro
ce
ss

b
ec
o
m
es

in
co
m
p
le
te
.
T
h
u
s,
th
e
cy
cl
e
m
u
st
b
e
p
ro
p
er
ly

re
p
ea
te
d
al
l
o
v
er

(c
o
n
ti
n
u
ed
)
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(c
o
n
ti
n
u
ed
)

In
st
ru
m
en
t

F
ea
tu
re

Im
ag
e

A
u
to
cl
av
e

A
n
au
to
cl
av
e
is
a
d
ev
ic
e
u
se
d
to

st
er
il
iz
e
eq
u
ip
m
en
t
an
d
su
p
p
li
es

b
y

su
b
je
ct
in
g
th
em

to
h
ig
h
-p
re
ss
u
re

sa
tu
ra
te
d
st
ea
m

at
1
2
1
� C

fo
r
ar
o
u
n
d

1
5
–
2
0
m
in

d
ep
en
d
in
g
o
n
th
e
si
ze

o
f
th
e
lo
ad

an
d
th
e
co
n
te
n
ts
.
T
h
e
n
am

e

co
m
es

fr
o
m

G
re
ek

au
to
-,
u
lt
im

at
el
y
m
ea
n
in
g
se
lf
,
an
d
L
at
in

cl
av
is

m
ea
n
in
g
k
ey
—

a
se
lf
-l
o
ck
in
g
d
ev
ic
e.
A
u
to
cl
av
es

ar
e
w
id
el
y
u
se
d
in

m
ic
ro
b
io
lo
g
y
,
m
ed
ic
in
e,
ta
tt
o
o
in
g
,
b
o
d
y
p
ie
rc
in
g
,
v
et
er
in
ar
y
sc
ie
n
ce
,

m
y
co
lo
g
y
,
d
en
ti
st
ry
,
ch
ir
o
p
o
d
y
,
an
d
p
ro
st
h
et
ic
s
fa
b
ri
ca
ti
o
n
.
T
h
ey

v
ar
y
in

si
ze

an
d
fu
n
ct
io
n
d
ep
en
d
in
g
o
n
th
e
m
ed
ia

to
b
e
st
er
il
iz
ed
.
T
y
p
ic
al

lo
ad
s

in
cl
u
d
e
la
b
o
ra
to
ry

g
la
ss
w
ar
e,
su
rg
ic
al

in
st
ru
m
en
ts
,
m
ed
ic
al

w
as
te
,
p
at
ie
n
t

p
ai
r
u
te
n
si
ls
,
an
d
an
im

al
ca
g
e
b
ed
d
in
g
.
A

n
o
ta
b
le

g
ro
w
in
g
ap
p
li
ca
ti
o
n
o
f

au
to
cl
av
es

is
th
e
p
re
d
is
p
o
sa
l
tr
ea
tm

en
t
an
d
st
er
il
iz
at
io
n
o
f
w
as
te

m
at
er
ia
l,

su
ch

as
p
at
h
o
g
en
ic

h
o
sp
it
al

w
as
te
.
M
ac
h
in
es

in
th
is
ca
te
g
o
ry

la
rg
el
y

o
p
er
at
e
u
n
d
er

th
e
sa
m
e
p
ri
n
ci
p
le
s
as

co
n
v
en
ti
o
n
al

au
to
cl
av
es

in
th
at

th
ey

ar
e
ab
le

to
n
eu
tr
al
iz
e
p
o
te
n
ti
al
ly

in
fe
ct
io
u
s
ag
en
ts
b
y
u
ti
li
zi
n
g
p
re
ss
u
ri
ze
d

st
ea
m

an
d
su
p
er
h
ea
te
d
w
at
er
.
A
u
to
cl
av
es

ar
e
al
so

w
id
el
y
u
se
d
to

cu
re

co
m
p
o
si
te
s
an
d
in

th
e
v
u
lc
an
iz
at
io
n
o
f
ru
b
b
er
.
T
h
e
h
ig
h
h
ea
t
an
d
p
re
ss
u
re

th
at
au
to
cl
av
e
cr
ea
te
s
al
lo
w
to

en
su
re

th
e
b
es
t
p
o
ss
ib
le
p
h
y
si
ca
l
p
ro
p
er
ti
es

o
f
th
e
m
at
er
ia
l
u
se
d
fo
r
st
er
il
iz
at
io
n

W
h
il
e
u
si
n
g
th
is
in
st
ru
m
en
t
in

th
e
la
b
o
ra
to
ry
,
ca
re

m
u
st
b
e
ta
k
en

su
ch

th
at

th
e
p
re
ss
u
re

an
d
te
m
p
er
at
u
re

d
o
n
o
t
cr
o
ss

b
ey
o
n
d
th
e
ca
p
ac
it
y
o
f
th
e

in
st
ru
m
en
t;
o
th
er
w
is
e,
th
er
e
is
ev
er
y
p
o
ss
ib
il
it
y
o
f
m
ee
ti
n
g
ac
ci
d
en
ts
.

M
ai
n
te
n
an
ce

o
f
ap
p
ro
p
ri
at
e
ti
m
e,
te
m
p
er
at
u
re
,a
n
d
p
re
ss
u
re
is
th
e
k
ey

p
o
in
t

to
b
e
n
o
te
d
fo
r
h
ig
h
es
t
ef
fe
ct
iv
it
y

S
to
v
et
o
p
au
to
cl
av
es
—

th
e
si
m
p
le
st
o
f
au
to
cl
av
es
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A
n
al
y
ti
ca
l
b
al
an
ce

A
n
al
y
ti
ca
l
b
al
an
ce

is
u
se
d
to

m
ea
su
re

m
as
s
to

a
v
er
y
h
ig
h
d
eg
re
e
o
f

p
re
ci
si
o
n
an
d
ac
cu
ra
cy
.
T
h
e
m
ea
su
ri
n
g
p
an
(s
)
o
f
a
h
ig
h
p
re
ci
si
o
n
(0
.1

m
g

o
r
b
et
te
r)
an
al
y
ti
ca
l
b
al
an
ce

is
in
si
d
e
a
tr
an
sp
ar
en
t
en
cl
o
su
re

w
it
h
d
o
o
rs
so

as
to

av
o
id

d
u
st
p
ar
ti
cl
es

an
d
ai
rfl
o
w

in
af
fe
ct
in
g
th
e
b
al
an
ce
’s

o
p
er
at
io
n
.

A
n
al
y
ti
ca
l
p
re
ci
si
o
n
is
ac
h
ie
v
ed

b
y
m
ai
n
ta
in
in
g
a
co
n
st
an
t
lo
ad

o
n
th
e

b
al
an
ce

b
ea
m
,
b
y
su
b
tr
ac
ti
n
g
m
as
s
o
n
th
e
sa
m
e
si
d
e
o
f
th
e
b
ea
m

to
w
h
ic
h

th
e
sa
m
p
le

is
ad
d
ed
.

P
re
ca
u
ti
o
n
sh
o
u
ld

b
e
ta
k
en

to
av
o
id

ai
r
fl
o
w

d
u
ri
n
g
re
co
rd
in
g
o
f
w
ei
g
h
ts

an
d
u
n
d
er

d
u
st
-f
re
e
co
n
d
it
io
n

C
o
m
p
o
u
n
d

m
ic
ro
sc
o
p
e

M
ic
ro
sc
o
p
e
is
a
to
o
l
u
se
d
to
v
ie
w
sm

al
l
ti
n
y
el
em

en
ts
,w

h
ic
h
ar
e
m
o
st
ly
n
o
t

cl
ea
rl
y
v
is
ib
le
b
y
th
e
n
ak
ed

ey
e.
In

li
fe

sc
ie
n
ce
,
m
ed
ic
al
sc
ie
n
ce
,
an
d
o
th
er

b
ra
n
ch
es
,m

ic
ro
sc
o
p
e
is
an

es
se
n
ti
al
in
st
ru
m
en
t
in
re
se
ar
ch
.
A
s
li
g
h
t
fr
o
m
a

so
u
rc
e
p
as
se
s
th
ro
u
g
h
th
e
o
b
je
ct
,
th
e
le
n
s
n
ea
re
st
th
e
o
b
je
ct
,
th
e
o
b
je
ct
iv
e

le
n
s,
p
ro
d
u
ce
s
an

en
la
rg
ed

im
ag
e
o
f
th
e
o
b
je
ct
in

th
e
p
ri
m
ar
y
im

ag
e
an
g
le
.

T
h
e
le
n
s
th
at
y
o
u
lo
o
k
in
to
,
th
e
ey
ep
ie
ce
,
ac
ts
as

a
m
ag
n
ifi
er

an
d
p
ro
d
u
ce
s

an
en
la
rg
ed

im
ag
e
o
f
th
e
im

ag
e
p
ro
d
u
ce
d
b
y
th
e
o
b
je
ct
iv
e
le
n
s.
T
h
e

m
ag
n
ifi
ca
ti
o
n
is
th
e
p
ro
d
u
ct

o
f
th
e
ey
ep
ie
ce

m
ag
n
ifi
ca
ti
o
n
b
y
th
e

m
ag
n
ifi
ca
ti
o
n
o
f
th
e
o
b
je
ct
iv
e
le
n
s,
u
su
al
ly

4
�,

1
0
�,

4
0
�,

an
d
1
0
0
�.

F
o
r

ex
am

p
le
,a

1
0
�
ey
ep
ie
ce

in
co
n
ju
n
ct
io
n
w
it
h
a
4
0
�
o
b
je
ct
iv
e
w
il
l
g
iv
e
y
o
u

a
m
ag
n
ifi
ca
ti
o
n
fa
ct
o
r
o
f
4
0
0
;
th
at
m
ea
n
s
th
e
o
b
je
ct
w
il
l
b
e
m
ag
n
ifi
ed

4
0
0

ti
m
es

la
rg
er

th
an

y
o
u
ca
n
v
ie
w

it
w
it
h
th
e
n
ak
ed

ey
e.
V
ir
u
se
s,
m
o
le
cu
le
s,

an
d
at
o
m
s
ar
e
b
ey
o
n
d
th
e
ca
p
ab
il
it
ie
s
o
f
to
d
ay
’s
co
m
p
o
u
n
d
m
ic
ro
sc
o
p
es

an
d
ca
n
b
e
v
ie
w
ed

o
n
ly

w
it
h
an

el
ec
tr
o
n
m
ic
ro
sc
o
p
e.
A
lw
ay
s
u
se

im
m
er
si
o
n
o
il
w
h
il
e
v
ie
w
in
g
an
y
o
b
je
ct

u
si
n
g
1
0
0
�

ey
ep
ie
ce

to
p
re
v
en
t

th
e
d
am

ag
e
o
f
th
e
le
n
s.
W
ip
e
o
ff
th
e
le
n
s
g
en
tl
y
w
it
h
ti
ss
u
e
p
ap
er
so
ak
ed

in

x
y
le
n
e
to

re
m
o
v
e
th
e
o
il
af
te
r
u
se
.
N
ev
er

u
se

a
d
ry

cl
o
th

o
r
p
ap
er

to
w
el
to

w
ip
e
an
y
o
p
ti
ca
l
su
rf
ac
e
as

y
o
u
co
u
ld

sc
ra
tc
h
a
le
n
s.
U
se

an
ai
r
b
lo
w
er

o
r
a

ca
m
el

h
ai
r
b
ru
sh

to
w
h
is
k
aw

ay
d
u
st
.
If
th
er
e
is
d
ir
t
o
n
th
e
ey
ep
ie
ce

th
at

ca
n
’t
b
e
re
m
o
v
ed

w
it
h
ai
r
o
r
th
e
b
ru
sh
,
g
en
tl
y
w
ip
e
it
w
it
h
a
p
ie
ce

o
f
cl
ea
n

co
tt
o
n

(c
o
n
ti
n
u
ed
)
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(c
o
n
ti
n
u
ed
)

In
st
ru
m
en
t

F
ea
tu
re

Im
ag
e

S
te
re
o
sc
o
p
ic

m
ic
ro
sc
o
p
e

T
h
e
st
er
eo

o
r
d
is
se
ct
in
g
m
ic
ro
sc
o
p
e
is
an

o
p
ti
ca
l
m
ic
ro
sc
o
p
e
v
ar
ia
n
t

d
es
ig
n
ed

fo
r
lo
w
-m

ag
n
ifi
ca
ti
o
n
o
b
se
rv
at
io
n
o
f
a
sa
m
p
le

u
si
n
g
in
ci
d
en
t

li
g
h
t
il
lu
m
in
at
io
n
.
It
u
se
s
tw
o
se
p
ar
at
e
o
p
ti
ca
l
p
at
h
s
w
it
h
tw
o
o
b
je
ct
iv
es

an
d
tw
o
ey
ep
ie
ce
s
to

p
ro
v
id
e
sl
ig
h
tl
y
d
if
fe
re
n
t
v
ie
w
in
g
an
g
le
s
to

th
e
le
ft

an
d
ri
g
h
t
ey
es
.
In

th
is
w
ay

it
p
ro
d
u
ce
s
a
th
re
e-
d
im

en
si
o
n
al
v
is
u
al
iz
at
io
n
o
f

th
e
sa
m
p
le
b
ei
n
g
ex
am

in
ed
.S

te
re
o
m
ic
ro
sc
o
p
y
o
v
er
la
p
s
m
ac
ro
p
h
o
to
g
ra
p
h
y

fo
r
re
co
rd
in
g
an
d
ex
am

in
in
g
so
li
d
sa
m
p
le
s
w
it
h
co
m
p
le
x
su
rf
ac
e.
T
h
e

st
er
eo

m
ic
ro
sc
o
p
e
sh
o
u
ld

n
o
t
b
e
co
n
fu
se
d
w
it
h
a
co
m
p
o
u
n
d
m
ic
ro
sc
o
p
e

eq
u
ip
p
ed

w
it
h
d
o
u
b
le

ey
ep
ie
ce
s
an
d
a
b
in
o
v
ie
w
er
.
In

su
ch

a
m
ic
ro
sc
o
p
e,

b
o
th

ey
es

se
e
th
e
sa
m
e
im

ag
e,
b
u
t
th
e
b
in
o
cu
la
r
ey
ep
ie
ce
s
p
ro
v
id
e
g
re
at
er

v
ie
w
in
g
co
m
fo
rt
.
H
o
w
ev
er
,
th
e
im

ag
e
in

su
ch

a
m
ic
ro
sc
o
p
e
is
n
o
d
if
fe
re
n
t

fr
o
m

th
at

o
b
ta
in
ed

w
it
h
a
si
n
g
le

m
o
n
o
cu
la
r
ey
ep
ie
ce
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E
le
ct
ro
n
m
ic
ro
sc
o
p
e

A
n
el
ec
tr
o
n
m
ic
ro
sc
o
p
e
is
th
e
m
o
d
er
n
v
ar
ia
n
t
o
f
m
ic
ro
sc
o
p
e.
It
u
se
s

a
b
ea
m

o
f
el
ec
tr
o
n
s
to

il
lu
m
in
at
e
a
sp
ec
im

en
an
d
p
ro
d
u
ce

a
m
ag
n
ifi
ed

im
ag
e.
A
n
el
ec
tr
o
n
m
ic
ro
sc
o
p
e
h
as

g
re
at
er

re
so
lv
in
g
p
o
w
er

th
an

a
li
g
h
t-

p
o
w
er
ed

o
p
ti
ca
l
m
ic
ro
sc
o
p
e
b
ec
au
se

el
ec
tr
o
n
s
h
av
e
w
av
el
en
g
th
s
ab
o
u
t

1
0
0
,0
0
0
ti
m
es

sh
o
rt
er

th
an

v
is
ib
le

li
g
h
t
(p
h
o
to
n
s)
.
M
ag
n
ifi
ca
ti
o
n
s
o
f
u
p
to

ab
o
u
t
1
0
,0
0
0
,0
0
0
�

ca
n
b
e
ac
h
ie
v
ed

th
ro
u
g
h
th
es
e
m
ic
ro
sc
o
p
es
.
E
le
ct
ro
n

m
ic
ro
sc
o
p
es

ar
e
u
se
d
to

o
b
se
rv
e
a
w
id
e
ra
n
g
e
o
f
b
io
lo
g
ic
al

an
d
in
o
rg
an
ic

sp
ec
im

en
s
in
cl
u
d
in
g
m
ic
ro
o
rg
an
is
m
s,
ce
ll
s,
la
rg
e
m
o
le
cu
le
s,
b
io
p
sy

sa
m
p
le
s,
m
et
al
s,
an
d
cr
y
st
al
s.
In
d
u
st
ri
al
ly
,
th
e
el
ec
tr
o
n
m
ic
ro
sc
o
p
e
is
o
ft
en

u
se
d
fo
r
q
u
al
it
y
co
n
tr
o
l
an
d
fa
il
u
re

an
al
y
si
s.
A
s
su
ch

th
es
e
ar
e
u
se
d
in

al
l

ty
p
es

o
f
re
se
ar
ch

ac
ti
v
it
ie
s.
E
le
ct
ro
n
m
ic
ro
sc
o
p
e
m
ay

b
e
(1
)
tr
an
sm

is
si
o
n

m
ic
ro
sc
o
p
e
(T
E
M
),
(2
)
sc
an
n
in
g
el
ec
tr
o
n
m
ic
ro
sc
o
p
e,

(3
)
re
fl
ec
ti
o
n
el
ec
tr
o
n
m
ic
ro
sc
o
p
e,
(4
)
sc
an
n
in
g
tr
an
sm

is
si
o
n
el
ec
tr
o
n

m
ic
ro
sc
o
p
e,
an
d
(5
)
lo
w
-v
o
lt
ag
e
el
ec
tr
o
n
m
ic
ro
sc
o
p
e

(c
o
n
ti
n
u
ed
)
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(c
o
n
ti
n
u
ed
)

In
st
ru
m
en
t

F
ea
tu
re

Im
ag
e

W
ea
th
er

st
at
io
n

W
ea
th
er

p
ar
am

et
er
s
h
av
e
b
ec
o
m
e
in
d
is
p
en
si
b
le

p
ar
t
o
f
m
o
d
er
n
re
se
ar
ch
,

p
ar
ti
cu
la
rl
y
in

th
e
fi
el
d
o
f
li
fe

sc
ie
n
ce

an
d
ag
ri
cu
lt
u
re
.
B
ec
au
se

o
f

tr
em

en
d
o
u
s
d
ev
el
o
p
m
en
t
as
so
ci
at
ed

w
it
h
o
th
er

ad
v
an
ta
g
es
,
n
o
w
ad
ay
s,

a
u
to
m
a
ti
c
w
ea
th
er

st
a
ti
o
ns

(A
W
S
)
ar
e
p
re
fe
rr
ed

o
v
er

m
an
u
al

w
ea
th
er

st
at
io
n
.
M
ea
su
re
m
en
ts
o
n
p
ar
am

et
er
s
ca
n
al
so

b
e
m
ad
e
fr
o
m

re
m
o
te

ar
ea
s

th
ro
u
g
h
th
e
u
se

o
f
th
es
e
st
at
io
n
s.
M
o
st
au
to
m
at
ic

w
ea
th
er

st
at
io
n
s
h
av
e

th
er
m
o
m
et
er

fo
r
m
ea
su
ri
n
g
te
m
p
er
at
u
re
,
an
em

o
m
et
er

fo
r
m
ea
su
ri
n
g
w
in
d

sp
ee
d
,
w
in
d
v
an
e
fo
r
m
ea
su
ri
n
g
w
in
d
d
ir
ec
ti
o
n
,
h
y
g
ro
m
et
er

fo
r
m
ea
su
ri
n
g

h
u
m
id
it
y
,
an
d
b
ar
o
m
et
er

fo
r
m
ea
su
ri
n
g
at
m
o
sp
h
er
ic

p
re
ss
u
re
.
S
o
m
e
o
f

th
em

ev
en

h
av
e
ce
il
o
m
et
er

fo
r
m
ea
su
ri
n
g
cl
o
u
d
h
ei
g
h
t,
ra
in

g
au
g
e
al
o
n
g

w
it
h
d
at
a
lo
g
g
er
,
re
ch
ar
g
ea
b
le

b
at
te
ry
,
an
d
te
le
m
et
ry
,
an
d
th
e

m
et
eo
ro
lo
g
ic
al

se
n
so
rs

w
it
h
an

at
ta
ch
ed

so
la
r
p
an
el

o
r
w
in
d
tu
rb
in
e
ar
e

m
o
u
n
te
d
u
p
o
n
a
m
as
t.
T
h
e
sp
ec
ifi
c
co
n
fi
g
u
ra
ti
o
n
m
ay

v
ar
y
d
u
e
to

th
e

p
u
rp
o
se

o
f
th
e
sy
st
em

.
T
h
e
sy
st
em

m
ay

re
p
o
rt
in

n
ea
r
re
al

ti
m
e
v
ia

th
e

A
rg
o
s
S
y
st
em

s
an
d
th
e
G
lo
b
al
T
el
ec
o
m
m
u
n
ic
at
io
n
S
y
st
em

o
r
sa
v
e
th
e
d
at
a

fo
r
la
te
r
re
co
v
er
y
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S
p
ec
tr
o
sc
o
p
y

S
p
ec
tr
o
an
al
y
ti
ca
l
p
ro
ce
d
u
re
s
ar
e
n
o
w
ad
ay
s
u
se
d
fo
r
d
et
er
m
in
at
io
n
o
f

co
n
ce
n
tr
at
io
n
o
f
el
em

en
ts
in

so
lu
ti
o
n
s.
A
to
m
ic

ab
so
rp
ti
o
n
sp
ec
tr
o
sc
o
p
y

(A
A
S
)
is
o
n
e
o
f
su
ch

q
u
an
ti
ta
ti
v
e
p
ro
ce
d
u
re
s
em

p
lo
y
in
g
th
e
ab
so
rp
ti
o
n
o
f

o
p
ti
ca
l
ra
d
ia
ti
o
n
(l
ig
h
t)
b
y
fr
ee

at
o
m
s
in
th
e
g
as
eo
u
s
st
at
e.
A
A
S
ca
n
b
e
u
se
d

to
d
et
er
m
in
e
o
v
er

7
0
d
if
fe
re
n
t
el
em

en
ts
in

so
lu
ti
o
n
o
r
d
ir
ec
tl
y
in

so
li
d

sa
m
p
le
s

B
as
ed

o
n
B
ee
r–
L
am

b
er
t
la
w
,
it
re
q
u
ir
es

st
an
d
ar
d
s
w
it
h
k
n
o
w
n
an
al
y
te

co
n
te
n
t
to

es
ta
b
li
sh

th
e
re
la
ti
o
n
b
et
w
ee
n
th
e
m
ea
su
re
d
ab
so
rb
an
ce

an
d
th
e

an
al
y
te

co
n
ce
n
tr
at
io
n
.
T
h
e
p
ri
n
ci
p
le

o
f
A
A
S
li
es

o
n
p
ro
m
o
ti
n
g
th
e

el
ec
tr
o
n
s
o
f
th
e
at
o
m
s
in
to

h
ig
h
er

o
rb
it
al

(e
x
ci
te
d
st
at
e)

fo
r
a
fe
w

n
an
o
se
co
n
d
s
b
y
ab
so
rb
in
g
a
d
efi
n
ed

q
u
an
ti
ty

o
f
en
er
g
y
(i
.e
.,
ra
d
ia
ti
o
n
o
f
a

g
iv
en

w
av
el
en
g
th
)
w
h
ic
h
is
sp
ec
ifi
c
to

a
p
ar
ti
cu
la
r
el
ec
tr
o
n
tr
an
si
ti
o
n
in

a

p
ar
ti
cu
la
r
el
em

en
t
b
ec
au
se
,
in

g
en
er
al
,
ea
ch

w
av
el
en
g
th

co
rr
es
p
o
n
d
s
to

o
n
ly

o
n
e
el
em

en
t

(c
o
n
ti
n
u
ed
)
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(c
o
n
ti
n
u
ed
)

In
st
ru
m
en
t

F
ea
tu
re

Im
ag
e

P
C
R
u
n
it

O
n
e
o
f
th
e
m
aj
o
r
to
o
ls
in

m
o
le
cu
la
r
b
io
lo
g
y
is
th
e
P
C
R
.
T
h
e
po

ly
m
er
as
e

ch
a
in

re
ac
ti
on

(P
C
R
)
u
n
it
is
u
se
d
to

am
p
li
fy

a
si
n
g
le

o
r
a
fe
w

co
p
ie
s
o
f
a

p
ie
ce

o
f
D
N
A
ac
ro
ss

se
v
er
al
o
rd
er
s
o
f
m
ag
n
it
u
d
e,
g
en
er
at
in
g
th
o
u
sa
n
d
s
to

m
il
li
o
n
s
o
f
co
p
ie
s
o
f
a
p
ar
ti
cu
la
r
D
N
A

se
q
u
en
ce
.
P
C
R
is
n
o
w

a
co
m
m
o
n

an
d
o
ft
en

in
d
is
p
en
si
b
le

te
ch
n
iq
u
e
u
se
d
in

m
ed
ic
al

an
d
b
io
lo
g
ic
al

re
se
ar
ch

la
b
s
fo
r
D
N
A
cl
o
n
in
g
fo
r
se
q
u
en
ci
n
g
,
d
ia
g
n
o
si
s
o
f
h
er
ed
it
ar
y
d
is
ea
se
s,

id
en
ti
fi
ca
ti
o
n
o
f
g
en
et
ic

fi
n
g
er
p
ri
n
ts
(i
n
fo
re
n
si
c
sc
ie
n
ce
s
an
d
p
at
er
n
it
y

te
st
in
g
),
d
et
ec
ti
o
n
an
d
d
ia
g
n
o
si
s
o
f
in
fe
ct
io
u
s
d
is
ea
se
s,
et
c.
A
b
as
ic

P
C
R

se
tu
p
re
q
u
ir
es

se
v
er
al

co
m
p
o
n
en
ts
an
d
re
ag
en
ts
li
k
e
D
N
A

te
m
p
la
te
,
tw
o

p
ri
m
er
s,
T
aq

p
o
ly
m
er
as
e
d
eo
x
y
n
u
cl
eo
si
d
e
tr
ip
h
o
sp
h
at
es
,
b
u
ff
er

so
lu
ti
o
n
,

d
iv
al
en
t
ca
ti
o
n
s,
an
d
m
o
n
o
v
al
en
t
ca
ti
o
n
.
T
h
e
re
se
ar
ch
er
s
m
u
st
b
e
ca
re
fu
l

b
ec
au
se

P
C
R
ca
n
fa
il
fo
r
v
ar
io
u
s
re
as
o
n
s,
in

p
ar
t
d
u
e
to

it
s
se
n
si
ti
v
it
y
to

co
n
ta
m
in
at
io
n
ca
u
si
n
g
am

p
li
fi
ca
ti
o
n
o
f
sp
u
ri
o
u
s
D
N
A
p
ro
d
u
ct
s.
A
cc
o
rd
in
g

to
th
e
v
ar
ia
ti
o
n
s
o
n
th
e
b
as
ic
P
C
R
te
ch
n
iq
u
e,
it
ca
n
b
e
al
le
le
-s
p
ec
ifi
c
P
C
R
,

as
y
m
m
et
ri
c
P
C
R
,
d
ia
l-
o
u
t
P
C
R
,
h
o
t
st
ar
t
P
C
R
,
in
te
rs
eq
u
en
ce
-s
p
ec
ifi
c
P
C
R

(I
S
S
R
),
in
v
er
se

P
C
R
,
li
g
at
io
n
-m

ed
ia
te
d
P
C
R
,
m
et
h
y
la
ti
o
n
-s
p
ec
ifi
c
P
C
R
,

m
in
ip
ri
m
er

P
C
R
,
m
u
lt
ip
le
x
li
g
at
io
n
-d
ep
en
d
en
t
p
ro
b
e
am

p
li
fi
ca
ti
o
n

(M
L
P
A
),
m
u
lt
ip
le
x
P
C
R
,
n
es
te
d
P
C
R
,
o
v
er
la
p
ex
te
n
si
o
n
P
C
R
,
sp
li
ci
n
g
b
y

o
v
er
la
p
ex
te
n
si
o
n
(S
O
E
),
q
u
an
ti
ta
ti
v
e
P
C
R
(q
P
C
R
),
re
v
er
se

tr
an
sc
ri
p
ti
o
n

P
C
R
(R
T
-P
C
R
),
so
li
d
p
h
as
e
P
C
R
,
th
er
m
al

as
y
m
m
et
ri
c
in
te
rl
ac
ed

P
C
R

(T
A
IL
-P
C
R
),
to
u
ch
d
o
w
n
P
C
R
(s
te
p
-d
o
w
n
P
C
R
),
P
A
N
-A

C
,
u
n
iv
er
sa
l
fa
st

w
al
k
in
g
,
an
d
in

si
li
co

P
C
R
(d
ig
it
al

P
C
R
,
v
ir
tu
al

P
C
R
,
el
ec
tr
o
n
ic

P
C
R
,
e-

P
C
R
)
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C
h
ro
m
at
o
g
ra
p
h
y

S
ep
ar
at
io
n
o
f
co
n
st
it
u
en
ts
fr
o
m

th
e
m
ix
tu
re

h
as

re
m
ai
n
ed

th
e
m
ai
n
fo
ca
l

p
o
in
t
in

ch
ro
m
at
o
g
ra
p
h
y
.
C
h
ro
m
at
o
g
ra
p
h
y
is
th
e
co
ll
ec
ti
o
n
o
f
a
se
t
o
f

la
b
o
ra
to
ry

te
ch
n
iq
u
es
.
T
h
er
e
ar
e
tw
o
p
h
as
es
—

th
e
m
ob

il
e
ph

as
e,
w
h
ic
h

ca
rr
ie
s,
an
d
th
e
st
at
io
na

ry
ph

as
e.
T
h
e
v
ar
io
u
s
co
n
st
it
u
en
ts
o
f
th
e
m
ix
tu
re

tr
av
el

at
d
if
fe
re
n
t
sp
ee
d
s,
ca
u
si
n
g
th
em

to
se
p
ar
at
e.
C
h
ro
m
at
o
g
ra
p
h
y
m
ay

b
e
p
re
p
ar
at
iv
e
(s
ep
ar
at
e
th
e
co
m
p
o
n
en
ts
o
f
a
m
ix
tu
re
)
o
r
an
al
y
ti
ca
l

(m
ea
su
ri
n
g
th
e
re
la
ti
v
e
p
ro
p
o
rt
io
n
s
o
f
an
al
y
te
s
in

a
m
ix
tu
re
).

C
h
ro
m
at
o
g
ra
p
h
y
m
ay

b
e
ca
te
g
o
ri
ze
d
b
y
(a
)
ch
ro
m
at
og

ra
ph

ic
be
d
sh
ap

e
(c
o
lu
m
n
ch
ro
m
at
o
g
ra
p
h
y
,
p
la
n
ar

ch
ro
m
at
o
g
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13.2 Laboratory Safety Measures

Safety measures can broadly be categorized into

two groups—the human safety and the instru-

mental or laboratory safety. Almost all labora-

tory equipments are sensitive and can become

dangerous if safety precautions are not taken

properly. Many equipments are something that

one can’t just drag around and store anywhere

because most equipments have their conditions

and specifications in installing, use, and storing.

Most of the instruments achieve high levels of

performance due to carefully designed interface

between external connectors and internal

components. As a result, specific handling

precautions must be observed for device reliabil-

ity and optimum performance. An appropriate

safety precaution to use with a laboratory instru-

ment depends on the type of instrument and

analysis to be carried out. For example, if one is

going to use an instrument having furnace, then

one is required to be careful about fire,

overheating, burning, etc. On the other hand, if

the instrument uses compressed gas, one needs to

be aware of how to make and maintain tight

connections to the gas source and may need to

look at adequacy of ventilation. While using the

instrument, one should be careful about the fol-

lowing points, though these are not exhaustive:

1. The equipment should be placed away from

heat sources. Do not block airflow around

equipment. If equipment be operated at high

ambient temperatures, mount with a good

thermal connection to a large thermal mass.

2. Do not allow foreign material into the enclo-

sure. Do not allow contamination to be

introduced into the connectors.

3. If applicable, always use the provided AC

adaptor. Do not power the unit with a different

adaptor. Do not modify the power plug or wall

outlet to remove the third (ground) pin.

4. Do not drop or shake the equipment. Mini-

mize vibration and handle with care.

5. Make sure to read the instructions in the lab

equipment and do not do experiments on

your own.

6. If you don’t know how to use the lab equip-

ment, it’s better to ask the expert to avoid

mistakes caused by hunches.

13.2.1 Precautionary Measures

Given below are some of the precautionary

measures one should follow while using the

instruments:

1. Autoclaves, heat sterilizers, and pressure

cookers should be run only by experts or

professionals. In using a pressure cooker,

check the safety valve before pressure is

built up. The equipment should be turned off

and allowed to cool before the stopcock is

opened to equalize pressure.

2. Incubators may be useful components of a

biology laboratory; care should be taken to

keep incubators safe and well maintained.

Unwanted growth of organisms should be

restricted by regular cleaning.

3. Microscope: if it has a cover or case, always
put it in place when you aren’t using the

device. Wet or dirty slides should never

be put on the stage, which should always be

kept dry. When cleaning your microscope,

unplug it first, if applicable, and then clean

the outside using a damp, soft cloth only.

Never use a dry cloth or paper towel to

wipe any optical surface as it could scratch

lens. Use an air blower or a camel hair brush

to whisk away dust. If there is dirt on the

eyepiece that can’t be removed with air or

the brush, gently wipe it with a piece of clean

cotton.

4. Chromatography

(a) Dissolving and developing solvents give

off toxic vapors. They must be stored in

closed containers and the room should

properly be ventilated.

(b) Solvents are highly flammable and must

not be used near an open flame.

(c) Avoid skin contact when spraying the

developing solvents.

(d) Use a fume hood when appropriate.
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5. Biotechnology

(a) Handle all microorganisms and DNA

carefully. Treat them as if they could

cause infections.

(b) Hands should be washed with soap and

water before and after handling micro-

organisms and before leaving the labora-

tory regardless of what materials were

used. When handling microorganisms or

other living materials, wear rubber gloves

to protect against infection.

(c) Use only mechanical pipetting devices for

transferring any material. Do not allow

mouth pipetting.

6. Greenhouse maintenance and operation

(a) Check waterlines, heating system, fans,

and temperature control. These are usu-

ally routine procedures but must be done

every time.

(b) Make sure all automatic equipments are

functional and accurate.

(c) Clean tools after use and store them

appropriately.

13.2.2 Human Safety Measures

(a) Use safety equipment in performing tests and

experiments such as safety goggles to avoid

anything from entering your eyes, which could

be anything from chemicals to shrapnel.

(b) Don’t eat or drink in the laboratory or near

lab equipment that has chemicals or sample

in them. While you may want to feel

refreshed and relaxed in the lab, it’s not

worth to risk in case you swallow something

by mistake.

(c) Many people are allergic to pollen, mold

spores, or other plant exudates. When using

flowers, mushrooms, fungi, etc., in the labo-

ratory, adequate ventilation is essential. Pol-

len and mold spores should be displayed in

closed glass petri dishes.

(d) Do not apply cosmetics in the laboratory.

Keep fingers and writing instruments away

from your face and mouth.

13.2.3 Overall Laboratory Condition

(a) Keep the laboratory clean.

(b) Disinfect the work area before and after each

laboratory procedure. Use of a commercial

disinfectant to wipe down the area is

acceptable.

(c) While working the researcher should use

gloves, chemical splash safety goggles, and

aprons as would be found necessary.

(d) Containers should be cleaned before and

after use.

(e) Do not leave laboratory materials unattended

or ill maintained. They should be cleaned out

regularly to prevent unwanted growth of

organisms.

(f) Laboratory should be well equipped with

proper lighting, adequate heat, and water sup-

ply along with fire extinguisher.

(g) Commercial potting mixtures are

recommended over garden soil because they

are relatively sterile.

13.3 Computer, Computer Software,
and Research

By this time, the importance of statistics to a

researcher is clear. Statistics are best used when

it is supported by strong computing facilities.

The need for developing computing facility was

felt time and again. Many of the statistical tools

would not have been used at a large scale if there

was no effective development in the computing

facilities. Development of computers and statis-

tical software has made it possible to have wider

application of statistics in unearthing and/or

explaining the so long hidden truth of this uni-

verse. But this development is not unidirectional

or flawless. For best application, understanding

the theories and situations where actually the

specific statistical tools are required to be used

is essential. Statistical theories are used best by

the subject matter specialists in consultation with

an efficient statistician. Understanding of both

the specialists towards the field of each other to

a certain degree is essential for efficient use of
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statistical theories towards advancement of

human civilization. Statistics is just like a

molded clay; one can make God or devil out of

it as per the choice of the user. Unfortunately, in

many of the cases, statistical calculations have

been made with the help of the computer

packages, without knowing the logic and

utilities. Misuse of statistical concept is increas-

ing day by day. We must be cautious about

garbage in, garbage out (GIGO). The researcher

must have a clear idea about what are the

requirements, what are inputted to the computer,

and what are the commands to be given to the

computers to get the required information

analyzed properly befitting to the requirement

of the objectives of the research program.

A computer does not have any brain; the only

thing it can do is the use of stored program as per

the direction of the user. Using a set of data, one

can get innumerable types of output just by

changing instruction to the computer. But defi-

nitely all of these outputs are neither relevant nor

correct under the given situation. For best use of

the computer, it is feasible to get from the infor-

mation fed to the computer using statistical

theories, what should be the direction to the

computer and what is the output generated by

the computer. In the following example, we

shall demonstrate how many types of statistical

analysis could be taken up. While using statisti-

cal software, the following points are required to

be noted:

1. The background information about the data

2. Nature of the data

3. Objectives of the experiment

4. Hypothesis to be tested

5. Appropriate statistics to be calculated for 3

and 4 using the specific type of data

6. Background knowledge about the statistical

package to be used w.r.t. its algorithm,

techniques used in performing the task

7. Testing the accuracy of the software using

solved identical example

8. Knowledge about the explanation of the out-

put after running the statistical package and

linking these with the objective of the study

Example 13.1 The following table gives yield

(q/ha) of a particular paddy variety. The experi-

ment was conducted with three types of manure

and three doses of nitrogen to standardize the

supplement of inorganic nitrogen by manure,

and the experiment was conducted under field

condition for two consecutive seasons. The prob-

lem is to find out the best dose of nitrogen and

best manure to get the best yield.

Before analyzing the data information on the

type design followed is a must. But most fre-

quently it is found that after completion of the

experiment, the researcher searches for appropri-

ate method of data analysis. Actually in designs

of experiments, once the experimental design is

fixed, its analysis is also fixed. In the absence of

full information, the above data could be

analyzed in various forms, and the results of all

these analyses are not identical. Here, some of

the possible analyses along with experimental

design assumed in each stage are provided.

Readers may note that these are not exhaustive;

one can have other types of analysis with the

same data. We have presented the ANOVA

tables only, from which it is clear that there

exist differences among the analyses and as

such the interpretation will also vary. Thus,

appropriate analysis of the data is required to

extract the information. Otherwise, misleading

Nitrogen N1 N1 N1 N2 N2 N2 N3 N3 N3

Rep R1 R2 R3 R1 R2 R3 R1 R2 R3

Manure 1 Season 1 57.80 65.06 67.78 68.77 70.37 76.47 76.07 64.67 75.37
Season 2 58.43 65.69 68.41 71.37 61.01 68.07 68.81 69.31 70.10

Manure 2 Season 1 76.27 66.37 69.17 59.47 71.47 72.77 69.77 77.63 71.84
Season 2 70.11 66.29 70.14 68.31 74.30 73.72 70.82 71.56 72.87

Manure 3 Season 1 69.07 87.74 81.70 83.07 90.48 72.66 71.86 62.92 61.80
Season 2 73.71 75.38 72.34 73.81 73.12 73.26 72.61 71.76 68.54

13.3 Computer, Computer Software, and Research 407



www.manaraa.com

conclusion may be drawn. In fact in statistical

software, there are a varied range of options

for execution of analysis; one must be sure

about the exact procedure to be adopted for

that knowledge on analytical tools and the

specifications/command of the statistical software

are essential (Tables 13.1, 13.2, 13.3, 13.4, 13.5,

and 13.6).

Table 13.2 Analysis of data using randomized complete block design for season, with manure and nitrogen as split

plots on season

Analysis of variancetable

K value Source Degrees of freedom Sum of squares Mean square F-value Prob

1 Replication 2 25.020 12.510 1.4902 0.4016

2 Season 1 36.787 36.787 4.3822 0.1714

�3 Error 2 16.789 8.395

4 Manure 2 351.847 175.923 6.4008 0.0046

6 SM 2 28.528 14.264 0.5190

8 Nitrogen 2 53.707 26.853 0.9770

10 SN 2 32.885 16.442 0.5982

12 MN 4 454.189 113.547 4.1313 0.0082

14 SMN 4 190.808 47.702 1.7356 0.1665

�15 Error 32 879.507 27.485

Total 53 2070.066

Table 13.1 Analysis of data using three-factor randomized complete block design

Analysis of variancetable

K value Source Degrees of freedom Sum of squares Mean square F-value Prob

1 Replication 2 25.020 12.510 0.4745

2 Season 1 36.787 36.787 1.3955 0.2457

4 Manure 2 351.847 175.923 6.6735 0.0036

6 SM 2 28.528 14.264 0.5411

8 Nitrogen 2 53.707 26.853 1.0187 0.3718

10 SN 2 32.885 16.442 0.6237

12 MN 4 454.189 113.547 4.3073 0.0063

14 SMN 4 190.808 47.702 1.8095 0.1498

�15 Error 34 896.296 26.362

Total 53 2070.066

Table 13.3 Analysis of data using randomized complete block design for season and manure with nitrogen as a split

plot on season and manure

Analysis of variancetable

K value Source Degrees of freedom Sum of squares Mean square F-value Prob

1 Replication 2 25.020 12.510 0.5800

2 Season 1 36.787 36.787 1.7055 0.2208

4 Manure 2 351.847 175.923 8.1563 0.0079

6 SM 2 28.528 14.264 0.6613

�7 Error 10 215.691 21.569

8 Nitrogen 2 53.707 26.853 0.9469

10 SN 2 32.885 16.442 0.5798

12 MN 4 454.189 113.547 4.0040 0.0126

14 SMN 4 190.808 47.702 1.6821 0.1869

�15 Error 24 680.605 28.359

Total 53 2070.066
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Table 13.4 Analysis of data using randomized complete block design for season, with manure as a split plot on season

and nitrogen as a split plot on manure

Analysis of variancetable

K value Source Degrees of freedom Sum of squares Mean square F-value Prob

1 Replication 2 25.020 12.510 1.4902 0.4016

2 Season 1 36.787 36.787 4.3822 0.1714

�3 Error 2 16.789 8.395

4 Manure 2 351.847 175.923 7.0758 0.0170

6 SM 2 28.528 14.264 0.5737

�7 Error 8 198.902 24.863

8 Nitrogen 2 53.707 26.853 0.9469

10 SN 2 32.885 16.442 0.5798

12 MN 4 454.189 113.547 4.0040 0.0126

14 SMN 4 190.808 47.702 1.6821 0.1869

�15 Error 24 680.605 28.359

Total 53 2070.066

Table 13.5 Analysis of data using two-factor randomized complete block design combined over seasons

Analysis of variancetable

K value Source Degrees of freedom Sum of squares Mean square F-value Prob

1 Season 1 36.787 36.787 1.3384 0.2559

3 R(S) 4 41.809 10.452 0.3803

4 Manure 2 351.847 175.923 6.4008 0.0046

5 SM 2 28.528 14.264 0.5190

8 Nitrogen 2 53.707 26.853 0.9770

9 SM 2 32.885 16.442 0.5982

12 MN 4 454.189 113.547 4.1313 0.0082

13 SMN 4 190.808 47.702 1.7356 0.1665

�15 Error 32 879.507 27.485

Total 53 2070.066

Table 13.6 Analysis of data using two-factor randomized complete block design with split plot combined over

seasons

Analysis of variancetable

K value Source Degrees of freedom Sum of squares Mean square F-value Prob

1 Season 1 36.787 36.787 1.4796 0.2585

3 R(S) 4 41.809 10.452 0.4204

4 Manure 2 351.847 175.923 7.0758 0.0170

5 SM 2 28.528 14.264 0.5737

�7 Error 8 198.902 24.863

8 Nitrogen 2 53.707 26.853 0.9469

9 SN 2 32.885 16.442 0.5798

12 MN 4 454.189 113.547 4.0040 0.0126

13 SMN 4 190.808 47.702 1.6821 0.1869

�15 Error 24 680.605 28.359

Total 53 2070.066
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Research Proposal and Report Writing 14

14.1 Research Proposal

Research is a systematic process and research

proposal is the documentation of the process in

a stepwise manner. Discussions have been made

on the type of research from a qualitative point of

view. For successful implementation of research

program, funding is a major aspect; at the same

time there are various established and reputed

research organizations to carry out different

types of researches. Each and every research

organization has clear-cut guidelines for framing

research proposals. Besides, the above researches

are also carried out by the individual researcher.

Moreover, there are certain researches which do

not require dependence on financial support for

carrying out research program. However, a

research program should always be documented

in the form of research proposals. The content,

steps, and procedure of writing a research pro-

posal may vary to some extent, but there are

certain common points to be documented in any

research proposal. A research proposal is a stand-

alone document which clarifies what the pro-

posed project is about, what it is trying to do

and achieve, how it will go about doing that,

what we will learn from it, and why it is worth

learning. It is a document written to convince

funding agencies and academic bodies that the

project is worth their attention. If the research

proposal is asking for financial support, then

there are several components to a strong grant

application. First, the subject must be creative,

exciting, and worthy of funding. Second, the

project must have been developed through a

rigorous, well-defined experimental plan. One

of the most important points to consider when

presenting a research proposal for funding is

presenting the information in crystal clear lan-

guage with the application following the rules

and guidelines of the funding authority. The

research idea, questions, or problems must be

very clearly stated and persuasive and address a

demonstrable gap in the existing literature. One

must be sure that the departmental staffs are

interested in the subject area and available for

the project. One must also ensure that the scope

of the project is reasonable and must remember

that there are significant limits to the size and

complexity of a project that can be completed

and written up within a given period of time.

Assessment of proposals takes place not only

for their intellectual ambition and significance

but also for the likelihood that the researcher

can complete this project. International agencies,

particularly the agencies in the Western

countries, use objective criteria in screening the

proposals. In India, the evaluation is subject-

ive, that is, by peer review. Experts review

the projects, and few promising projects are

approved directly; some are accepted with

modifications, and a fairly large number of

projects are rejected. Most rejections are mainly

attributed to inappropriate presentation style.
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While reviewing a project proposal, the following

points are generally given importance along with

other factors: (a) how best are the intellectual

quality and merit of the study; (b) what is its

potential impact; (c) how holistic is the proposal,

whether the research proposal is likely to produce

new data and concepts or confirm existing

hypotheses; (d) are the hypotheses valid and

whether these have been presentedwith supporting

evidences; (e) whether the aims are logical; (f)

whether the procedures proposed are appropriate,

adequate, and feasible for the research; (g) whether

the investigators/proposers are qualified and com-

petent enough as shown by their credentials and

experience; (h) are the facilities adequate and the

environment conducive to the research; and (i) is

there any other organization where the similar

types of work are being conducted, if so how the

present proposal is different from that, and so on.

In the following section, an attempt is made

to note down the possible steps in research

proposal.

14.1.1 Title

The title is the stepping stone to a project pro-

posal. It gives first impression of a proposal and

as such is required to be catchy, small, and infor-

mative. The title should not be the same as the

objective. It should be shorter and at the same

time must indicate broadly what is being

attempted to.

14.1.2 Introduction and Rationale

In this part of the research proposal, the

researcher makes an attempt to put forward a

research problem, which he/she has conceived.

This section concerns with background informa-

tion, urgency, critical gaps in knowledge, and

need for the present study. The background part

of the introduction deals with a context having a

set of problems. In the process, the researcher

should emphasize on the origin of the problems,

its importance, and its impact on society.

A researcher should try to make clear why the

problem was selected and why it has an impor-

tance to the society and thereby justify the

research approach.

14.1.3 Review of Literature

Once after the synthesis of the problem, the

researcher should try to search whether the

same types of work are already taken up in the

same area, if any, their short falls, and how

previous work could be improvised or thought

afresh to solve the present problem. This will

help the researcher to concretize the research

idea and the methodology to be adopted or

developed.

14.1.4 Objectives and Specific
Objectives of the Study

Based on the above two stages, the researcher is

now better placed to formulate the objective and

specific objective of the research program

proposed. The objectives of the study should

clearly be spelled out. Generally there are

objective(s), and to each and every objective,

specific objectives are there, which are generally

followed by hypothesis to be tested (not in all

cases). In all these efforts, the researchers should

try to clear out what he/she wants to achieve, for

whom the objectives are valuable, whether the

objectives are in measurable form or not, and of

course how far the objectives are realistic and

achievable under the given situation. It should

be clearly noted that for mandatory researches,

the objectives, specific objectives, and the

hypotheses are mostly stipulated by the research

organizations or the funding agencies. The

researcher may have options to slightly modify

or reorient keeping the mandate in mind.

14.1.5 Materials and Methodology

This is purely a technical section. This section

clearly answers to questions on how to realize

the objectives. Approaches with details and
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references wherever possible must be provided.

Facilities available and additional resources

needed and the method of acquiring resources

must be specified. To fulfill the objectives, any

research proposal should clearly spell out the

information/data required and to be used, how

the data are to be collected, and the methodology

for analysis of the data. Depending on the type of

research, whether the primary data or secondary

data are to be used must be clearly mentioned.

The analytical tools to be used or to be developed

must also be cited clearly so that the reviewer

of the project can understand that using the

information and methodology mentioned, the

objectives of the project would be achieved.

14.1.6 Time Trend

In a project proposal, the researcher should draw

up the time trend for the completion of different

steps of the project along with the output expected.

This will help monitor the progress of the research

project. Activity-wise time frame and investigators

who will be held responsible for carrying out

the specific work must clearly be spelled out.

Scheduling of works provided in the methodology

in a sequence is to be provided. Generally standard

project management techniques like flow chart

and PERT are used to illustrate this. The proposer

must specify facilities available and additional

resources needed and the method of acquiring

resources. Specify activity-wise time frame. Give

milestones for each objective. Elaborate how the

work will be managed.

14.1.7 Financial Outlay

Other than the institutional research project, all

types of research project proposals should con-

tain the budgetary requirement. Even institu-

tional researches need budgetary allocation for

smooth functioning of the project. The researcher

must provide year-wise and activity-wise budget

in detail and justify costly equipments and other

facilities. Try to include reasonable inflation

while calculating year-wise budget. The breakup

of budget requirement for different components

of research and justifications thereof must be

provided. Unless and otherwise stipulated by

the funding agency, the researcher should have

such a budgetary provision so as to complete the

research process effectively. Generally, there

are three parts in budgetary provisions: (1) the

recurring contingency, (2) the nonrecurring

contingency, and (3) salaries and wages. In ad

hoc projects, provisions for salaries are generally

avoided. Under the recurring contingency, gen-

erally the consumable, the expenses for day-to-day

functioning, traveling allowances, etc., are included.

In nonrecurring contingency, the expenditures on

fixed items like purchase of equipments and facility

development are included. To each and every

research project, supporting staff are required, may

it be in the form of research scholars, research

fellows, research assistance, technical staff, etc. To

meet theexpendituresonstaff, salaryandwagesform

the budgetary provision. The financial outlay should

clearly mention the amount of money required at

different stages of the research process. The various

budgets should match the details given in the work

program. Avoid overbudgeting, as underutilization

may invite negative remark. Once all the project

activity costs are listed, split the costs as per the

funding agencies’ format.

14.1.8 Information About
the Research Organizations

Not all types of research works could be taken up

in all types of research institutions. Capacity and

credential of the research organization play a

vital role in deciding whether the research pro-

gram could be taken up at the particular organi-

zation or not. Details of institutional capabilities/

credential may help in sanctioning the research

proposals.
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14.1.9 Information About the Research
Persons

Whether a particular researcher (or a team) is com-

petent enough to carry out the proposed research

work required to be ascertained. A brief biodata

of the researcher and the associated personals

should be provided to assess the capabilities and

the expertise of the group. This is specially required

in competitive mode of research funding.

14.1.10 Monitoring and Evaluation

To judge the success of the research program,

periodic evaluation report at various stages is

needed and if required midterm corrections may

also be taken up. Participation of stakeholders

and interest groups in planning, monitoring, and

evaluation is the most widely used method in

internationally reputed research organizations.

To assess the progress, key indicators are

specified in each of the objectives. The indicators

should be as far possible as quantitative in nature.

14.1.11 Layout of the Research
Proposal

A research proposal should be framed and

designed meticulously. There should be different

parts of the researchproposals. Thoughnot exhaus-

tive, along with the above-mentioned sections,

there should be one cover page and another inner

cover page. The cover page should contain the title

of the project, address of the implementing

organizations, name of the person who proposed

the research, name of person the project is submit-

ted to, etc. The inner cover page will also contain

similar information. The cover page is generally

colorful and lucrative in nature contrary to the

simple presentation of the inner cover page.

14.2 Research Report Writing

Research is an endeavor towards the betterment

of civilization. All research activities are directed

to having a better world. Unless and otherwise

people come to know about the research

activities and its findings, the whole process

results in a futile exercise and the whole process

of carrying out research gets vitiated. So, passing

on the findings and inferences of the research

work carried out is one of the most important

tasks of the researcher. Writing of research

reports is the last and most probably the most

difficult step of the research process. Research

reports have many purposes. The report informs

the rest of the world about what a researcher has

done, what has been invented or discovered,

what are the conclusions a researcher have

drawn from the research findings, how these

findings or information is going to enrich the

knowledge bank, how the results/findings/

recommendations are going to help the society,

etc. In mandatory research or sponsored

researches, the reports are of great importance.

It is also mandatory on the part of the researchers

to satisfy the sponsors in regard to the extent of

commitment fulfilled or otherwise towards the

objectives. A research is of least importance

and value unless it is being communicated effec-

tively to others.

Research reports maybe of different types:

(a) printed form, (b) audio form, (c) electronic

form, and (d) documented as audio–video film,
etc. Most of the research reports are presented in

printed form. Additionally, other forms may also

come into existence. One can find very few or

rare examples where the report of the research

projects has not been documented in typed or

printed form. As such, in this section we shall

consider the printed version of the research

report along with general features of the research

reports in brief. The layout, content, arrange-

ment, and chronology of the reports vary from

types of research, purpose of research report, etc.

However, there are certain guidelines and norms

with regard to the preparation of the research

report.

Before writing a research report, (1) the
researcher must satisfy himself or herself (a)

about the conceptualization of the research proj-

ect, of course, that has been checked and

rechecked during the preparation of the project

proposal, (b) that the data generated for the proj-

ect are trustworthy, appropriate, and adequate to

draw inference befitting to the objectives of the
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research program, and (c) that proper analytical/

statistical tools have been used; (2) the

researcher must be cautious about the possible
errors which may creep into the inference; (3) the

researcher must keep a strong vigil about the fact

that the interpretations are supported by facts
and analysis of the facts and figures; (4) the

researcher must be aware about the fact that it

is the task of the researcher to not only state the
striking observations but also identify and

unreveal the factors so long remained hidden;

and (5) there should be consistent interaction
between the initial hypothesis or presumption

(if any), the empirical observations, and the the-

oretical background/conceptions.

14.2.1 Steps in Research Report Writing

Writing of the report is the last stage of

research process. It requires a set of great

skills from different allied departments/sections.

A researcher is always advised to be most careful

and to take help from the experts in relevant field

while writing reports so that the whole process

could be accomplished in a holistic and faithful

manner. The whole process of report writing is

completed in a steady and in no hurry condition

involving the following steps: (1) logical analy-

sis of the whole work, (2) preparation of outline
of the report, (3) preparation of draft report,

(4) reviewing and fine-tuning the draft report,

and (5) preparation of bibliography and writing
the final report. The activities to be performed in

different steps may vary from project to project,

but by and large, one has to follow the above steps

with modification, alteration, and/or addition.

In the first step of report preparation, the

researcher needs to take the whole work into his

or her mind. Then, sequencing is required to be

done either logically or chronologically or both,

such that the problem with which the research

work initially started and took place gets its solu-

tion. Once the researcher has taken the whole

work in his or her mind, the outline of the pre-

sentation is required to be framed. In doing so,

utmost care should be taken to inform the rest of

the world in its simplest form. Soon after con-

ceptualization of the outline of the report, a draft

report is required to be prepared accordingly. In

this phase, the researcher writes chronologically

or logically or both on why the research was

undertaken; what has been done; what are the

procedures adopted; what are the overall

observations, analysis, findings, and inferences

that could be drawn; what are the limitations

and suggestions; etc. Ideally, there should be a

gap of reasonable time period between the prep-

aration of the draft report and rewriting and fine-

tuning of the same. The step of rewriting and

fine-tuning of the draft report is the most vital,

tedious job and requires ample patience and time.

Consistency in every sphere is required to be

checked during this period. Grammar, spelling

check, important omissions, or deletions are

required to be taken care of with utmost sincerity.

Lastly, the lists of literature consulted are

required to be acknowledged in the form of a

bibliography.

14.2.2 Components of Research Report

A research report is meant for the rest of the

world and is an authentic unique documentation

so as to convey the general scientific context of

the research work, the adequacy of the method,

and the findings for the betterment of humanity.

Thus, the layout of the report has great impor-

tance in reaching the world. In general, a

research report should have three main parts:

the preliminary or initial part, the main part,

and the end part or the last part. The initial

part is devoted to introducing the title of the

work, location of the work, preface or the fore-

word, acknowledgement, and content of the

reports, that is, table of contents and table of

figures/illustrations. This part facilitates the

readers to locate the portion of his or her interest.

Sometimes, an executive summary is also

presented in between the initial pages and the

main part of the report, whereas in the main

part, the reader understands the introduction of

the research problem; its rationale; sources of

finance along with financial layout, timeline,
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objectives, and specific objectives; the materials

and method section; experimental part (if any);

and observations made and analysis of

data, followed by statement of the findings,

interpretations and implications of results and

findings, recommendations (if any), summary

and conclusion, etc. The end part or the last

part is consisting mainly of the bibliography,

questionnaires, mathematical deductions, anne-

xure or appendix, etc. Thus, it is clear that though

the report is divided in to three parts, each part is

again constituted of subparts. By and large, a

research report should have the following

sections: (1) the cover page, (2) the inner cover

page, (3) the foreword, (4) the preface,
(5) acknowledgement, (6) the table of contents,

(7) the table of figures, (8) the financial outlay of

the project (optional), (9) the executive summary,
(10) the introduction and rationale of the project,

(11) the objectives and specific objectives of the

study along with hypotheses to be tested (if any),
(12) location/implementation area of the project

(optional), (13) materials and methodology,

(14) results and findings along with discussion,
(15) conclusion and recommendation, (16) future

scope of research, (17) the reference or bibliog-

raphy, and (18) the annexures/appendices. It

may emphatically be noted that these sections

may change or get modified as per the mandate

or need of the research project. Though these are

self-explanatory, in the following sections these

will be discussed in brief.

1. The Cover Page: The cover page is generally
a colored, attractive, high-quality page

consisting of the title of the project, the name

(s) of the researcher(s) submitting the report,

the year of submission, the agency to whom

the report is being submitted (optional), and

the name and address of the implementing

agency.

2. The Inner Cover Page: It is almost the rep-

lica of the cover page but mostly on the

paper of the same quality as that of the

inner pages of the report.

3. The Foreword: These pages are generally

to introduce the readers about the necessity

and usefulness of the research program.

A scientist of eminence in the concerned

field or an authority in the area of research

generally writes this portion. Appreciation of

the work done in the report is generally

provided in the foreword pages. It may be

noted that this portion is not a compulsory

one.

4. The Preface: In the preface, the authors/

researchers writing the report try to provide,

in a very short form, about the synthesis, the

execution, and the outcomes of the research

program under report. During the process,

the researcher acknowledges the help, coop-

eration, and assistance received from various

corners.

5. Acknowledgement: This is the portion care-

fully written by the researcher to acknowl-

edge the name of the persons, the institutions,

the agencies, etc., from which the researcher

has been benefitted in various ways during

the process of research program. Acknowl-

edgement at personal level and official level

also comes under this section. If otherwise

not stipulated, the financial sources or finan-

cial assistances received from different

sources are to be mentioned in this section.

6. Table of Contents: In the table of contents,

page-wise distributions of different sections

of the research report are mentioned.

A reader, going through this table of

contents, can have an idea what are the

contents of the research report and where

lies the chapter(s) of his/her interest and the

page concerned. The table of contents helps

the readers in getting the overall view of the

research report at a glance.

7. Table of Figures/Illustrations: Likewise to

that of the table of contents, additionally

there may be table of figures and

illustrations. This will help the readers who

are in a hurry to search and get a glimpse of

the chapter or portions of his/her interest.

Going through the pages of tables or figures

of interest, the readers can have an idea, in

no time, about his/her point of interest.

8. Financial Statement: The financial outlay

portion is not obligatory to each and every

research report. Generally the ad hoc

research project reports funded by some
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agencies for a short period of time may con-

tain these financial statement pages. In the

financial statement, there would be revela-

tions of the amount sanctioned for the proj-

ect, details of breakup of the allocation of

fund, and utilization thereof, and it may also

include the auditor’s report.

9. Executive Summary: During the fast-moving

era of the present days, people of high profile

get very little time to go through all the

tidbits of any huge research report. This is

particularly more applicable for the topmost

administrator, policy makers, and other

prominent persons. The executive summary

provides the bird’s eye view of the entire

research program carried out, vis-a-vis the

output and its implications for the develop-

ment of the society thereof. The researcher

should be very careful while writing the

executive summary so that all essential

information is put together in a nutshell.

10. Introduction and Rationale: The purpose of

writing the introduction and rationale of the

project is to make the readers understand the

purpose, the importance, and the usefulness

of the research program taken up. In this

section, the brief background upon which

the project has been conceptualized and the

status of the research vis-à-vis the shortcom-

ing of the already taken research program are

clearly spelled out. A clear definition or the

statement of the problem must be focused

with backup from review of literature on

recent works done in the area of the proposed

research.

11. Objectives: As has already been mentioned,

clear statement of the objective of any

research program lays the foundation of

the whole program. In writing the objective

and specific objective of the program, one

should be very careful to state these in a

clear-cut and meaningful manner which are

operationalized and achieved. The objective

of the research program may be hypothesis

testing type or otherwise. In research program

requiring testing of hypothesis, the hypothesis

tested under the given situations must be

clearly explained.

12. Site of Implementation: Different research

programs have got different areas of opera-

tion, which vary over the types of research. If

a research is to be carried out under labora-

tory conditions, then the locations and

facilities used are required to be mentioned.

If a research program is field oriented, sur-

vey type, or experimental type, the locations

of the experimental fields or the survey fields

must clearly be mentioned. But location

specifications are not absolutely necessary

for all types of research program; these are

specially required for field experiment or

field research.

13. Materials and Methods: Experimental

materials and method constitute a very

important part of the research report. Syn-

chronization of these two factors is essential

for a fruitful research outcome. Absence or

fault in any one of these factors is bound to

have tremendous impact on the whole

research process. A good methodology

accompanied by a faulty or bad material is

not going to help the researcher in fulfilling

the objective of the research program. Simi-

larly, good material with unjustified method-

ology also results in the same output. In this

section the researcher clearly spells out the

materials, information and data generated,

technique, and field of data collections used

in the research program. The researcher also

clearly indicates the methodology used in

analyzing the information to extract the

hidden truth from the data. If the researcher

develops some new methods or methodology

that also required to be clearly discussed. In

fact, the material and methodology section

induces the future researchers to take up

similar studies in other fields. Various

limitations of the materials and method

used (if any) are also discussed.

14. Results and Discussion: Statement of the

observations made and findings obtained

upon analysis of the information constitute

the most vital part of the research report. The

presentations of the results and findings gen-

erally have two parts: nontechnical part

and technical part. At the initial stage, the
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statement of the observations and findings

should be made in such a way that any

person, even a nontechnical one, is also

able to easily understand the findings of the

program. In the second half, the results

and findings are to be presented with scien-

tific logic, references, etc., to justify the

conclusions that the researcher is going to

draw in the next section. To present the

findings in a meaningful and lively manner,

it should be made in tabular, graphical, pic-

torial, etc., forms wherever possible along

with explanations. The discussion and infer-

ence part of the research report should

be made unambiguously and in a straight-

forward manner. Too much generalization

of the findings or inferences drawn over

ambitiously, not supported by the method-

ology or analytical tool, may be a draw-

back of the report. During the end of this

section, the researcher should again write

the results clearly and precisely followed

by implications of each and every result

and finding.

15. ConclusionandRecommendation: Researches
are for the betterment of human life. The

conclusion and recommendation part of any

research program, therefore, is the most

important part of the research report in

furthering the betterment of human life.

In the conclusion part of the research

report, a very brief summary of the research

problem vis-à-vis the findings obtained

using specific methodologies followed by the

recommendations is provided. The policy

makers and the executives at the highest levels

are more interested on these aspects rather

than the whole research report.

16. Future Scope: A good research program

encourages or lays the foundations for many

research problems. Moreover, particularly

in exploratory type of research, all the aspects

may not be covered in a single research

program. As such the younger researchers

or other researchers look for the avenues

and possibilities of newer research programs/

problems from any research report. The future

scope of research, in a research report, thus

gives birth to many research problems. This

also enlightens the researchers about the other

possible ways of solving a particular problem.

17. Reference/Bibliography: During the entire

research process, a researcher needs to sur-

vey the literature, may it be printed source, e-

source and/or other sources. In each and

every step, this helps in the efficient execu-

tion of the whole research process. So, one

section is devoted in noting down the

resources used for the purpose under refer-

ence or bibliography section. There are dif-

ferent methods of writing the bibliography or

reference section. Different organizations

have set different standards and types of

writing references; unless and otherwise

stipulated, the researcher should follow any

one of the standard methods. The reference

section is very useful for future researchers.

18. Annexure/Appendix: Starting from the con-

ceptualization of the problem to the

ultimate presentation of the research report,

a researcher is required to go through

a host of essential supporting materials

which cannot be provided or mentioned in

the text. These supporting materials like

questionnaires and schedules are presented

in the form of appendix or annexure at the

end of the report.

So long we have discussed the presentations

of the research report in written/printed form and

the steps to be followed in writing the report. But

the reader should note that the written form of the

report is not the only form of presentation of

report. Nowadays, reports are also presented in

audio, audiovisual, and other formats. Audio

recording for the research report is very much

helpful in reaching the research report to the

ultimate stakeholders who may be illiterate or

sitting at distant places or otherwise. “Seeing is

believing”—following this truth, sometimes

research reports are presented in audiovisual

form like video cassette/documentary film/

movie.

418 14 Research Proposal and Report Writing



www.manaraa.com

14.2.3 Qualities of a Good Research
Report

Depending upon the objective, mandate of the

funding agency reports may be of various types.

Mainly, reports can be of technical and/or popu-

lar type. Whatever may be the form of the report,

a good research report should have certain

qualities, and some precautions are required to

be taken up during the preparation of the research

report. The following are some of the qualities of

a good research report:

1. A research report should not be too lengthy

2. A research report should not be dull and must

be attractive, eye catching, neat, and clean.

3. The layout of the research report should be

well planned and in accordance with the

objective of the study.

4. A research report should be written in simple

and clear sentences. Crystal clear sentences to

the readers should be used.

5. A research report should be devoid of any

grammatical mistake.

6. A research report should be framed like a

short story such that the interest of the readers

continues till the end of the report.

14.2 Research Report Writing 419



www.manaraa.com

Suggested Readings

Abrams M (1951) Social survey and social action.

Heinemann, London

Ackoff RL (1953) The design of social research. Univer-

sity of Chicago Press, Chicago

Agarwal BL (2006) Basic statistics. New Age Interna-

tional Publishers, New Delhi

Aigner DJ (1971) Basic econometrics. Prentice-Hall,

Englewood Cliffs

Allen RGD (1951) Statistics for economics. Hutchinson

Universal Library, London

Anderson TW (1958) An introduction to multivariate

analysis. Wiley, New York

Anderson TW (1963) An introduction to multivariate

statistical analysis. Wiley, New York

Annual Report (1994) International Centre for Agricul-

tural Research in the Dry Areas (ICARDA), PB 5466,

Aleppo, Syria, pp 29–30

Anonymous (1984) Linear probability, logit and probit

models. Sage, Bevery Hills

Arnold SJ (1979) A test for clusters. J Market Res

16:545–551

Bailey KD (1978) Methods of social research. The Free

Press, London

Baker LT (1988) Doing social research. McGraw Hill,

New York

Barnett V, Lewis T (1978) Outliers in statistics. Wiley,

New York

Berndt ER (1991) The practice of econometrics: classic

and contemporary. Addison and Wesley, Reading

Bhattacharya GK, Johnson RA (1977) Statistical concepts

and methods. Wiley, New York

Black JA, Champion DJ (1976) Methods and issues in

social research. Wiley, New York

Blackwell D, Girshick MA (1954) Theory of games and

statistical decision. Wiley, New York

Blalock HM (1972) Social statistics. McGraw Hill,

New York

Bridge JI (1971) Applied econometrics. North Holland,

Amsterdam

Broadbeck M (ed) (1968) Readings in the philosophy of

science. The McMillan, New York

Campbell DT, Stanley JC (1963) Experimental and quasi

experimental designs for research. Houghton Mifflin,

Boston

Chapin FS (1974) Experimental design in sociological

research. Harper, New York

Chatterji S, Price B (1991) Regression analysis by exam-

ple. Wiley, New York

Chiang C (1984) Fundamental methods of mathematical

economics, 3rd edn. McGraw-Hill, New York

Child D (1970) The essentials of factor analysis. Holt,

Rinehart and Winston Inc, New York

Chow GC (1960) Test of equality between sets of

coefficient in two linear regressions. Econometrica

28(3):591–605

Chow GC (1983) Econometric methods. McGraw-Hill,

New York

Christ C (1966) Economic models and methods. Wiley,

New York

Christopher AH (1982) Interpreting and using regression.

Sage, Beverly Hills

Chung KL (1968) A course in probability theory.

Harcourt, Brace & World, New York

Cochran WG (1985) Sampling technique. Wiley Eastern

Limited, New Delhi

Coombs CH (1950) The concepts of reliability and homo-

geneity. Educ Psychol Meas 10:43–56

Cronbach LJ (1964) Essentials of psychological test-

ing. Harper and Row, International Education,

New York

Croxton FE, Cowden DJ (1964) Applied general statis-

tics. Prentice-Hall, Englewood Cliffs

D’ Amato MR (1970) Experimental psychology: method-

ology psychophysics and learning. McGraw-Hill

Kogakusha Ltd, Tokyo

Dabholkar AR (1992) Elements of biometrical genetics.

Concept Publishing Co, New Delhi

Darlington RB, Weinberg S, Walberg H (1973) Canonical

variate analysis and related techniques. Rev Educ Res

43(3):433–454

Das SK (1998) An inventory of local flora. Project work

submitted to the IndiraGandhiNationalOpenUniversity

for Certificate in Environmental Studies, Coochbehar,

West Bengal

Das NG (2002a) Statistical methods, vol 1. M Das and Co,

Salt Lake

Das NG (2002b) Statistical methods, vol 2. M Das and

Co, Salt Lake

P.K. Sahu, Research Methodology: A Guide for Researchers in Agricultural Science,
Social Science and Other Related Fields, DOI 10.1007/978-81-322-1020-7, # Springer India 2013

421



www.manaraa.com

Das J, Mandal TK, Basu D (1997) Content analysis of

farmer education programme in All India Radio,

Kolkata. J Educ Rabindra Bharati University 2(1):52–61

Department of Agricultural Statistics (2002) Manual on

computational statistics in agricultural sciences.

Bidhan Chandra Krishi Viswavidyalaya, Mohanpur

Department of Agricultural Statistics (2004) Manual on

recent advances in computational statistics in agricul-

tural sciences. Bidhan Chandra Krishi Viswavidyalaya,

Mohanpur

Des Raj, Chandhok P (1999) Sample survey theory.

Narosa Publishing House, New Delhi

Dey PK (1968) Relative effectiveness of radio and televi-

sion as mass communication media in dissemination

of agricultural information. M. Sc. thesis, Division of

Agricultural Extension, Indian Agricultural Research

Institute, New Delhi

Dillon WR, Goldstein M (1984) Multivariate analysis:

methods and applications. Wiley, New York

Dixon WJ, Massey FJ (1957) Introduction to statistical

analysis. McGraw-Hill Book Company Inc, New York

Doby JT, Suchman EA, Mckineey JC, Dean JP (eds)

(1954) An introduction to social research. Stackpole,

Harrisburg

Draper NR, Smith H (2003) Applied regression analysis,

3rd edn. Wiley, New York

Durbin J (1960) Estimation of parameters in time series

regression model. J R Stat Soc Ser B 22:139–153

Dutta M (1975) Econometric methods. South Western

Publishing Company, Cincinnati

Eberhart SA, Russell WL (1966) Stability parameters for

comparing varieties. Crop Sci 6:36–40

Edwards AL (1969) Techniques of attitude scale construc-

tion. Vakils, Feffer and Simons Private Ltd, Mumbai

Eide WB (1992) Nutrition research in developing

countries- ‘Data Imperialism’- or a tool in the fight

against hunger and malnutrition. Paper for 5th

Nordic Congress of Nutrition, Reykjavik, Iceland,

14–17 June

Engelman L, Hartigan JA (1969) Percentage points of a

test for clusters. J Am Stat Assoc 64:1647–1648

English HB, English AC (1961) A comprehensive dictio-

nary of psychological and psychoanalytical terms.

Longman Green and Co, New York

Epstein I, Tripodi T (1974) Research techniques for pro-

gram planning, monitoring and evaluation. Columbia

University Program, New York

Everitt B (1980) Cluster analysis. Wiley, New York

Ezekiel M, Fox KA (1959) Methods of correlation and

regression analysis. Wiley, New York

Farrar DE, Glauber RR (1967) Multicollinearity in regres-

sion analysis: the problem revisited. Rev Econ Stat

49:92–107

Feller W (1968) An introduction to probability theory and

its applications, vol I, 3rd edn. Wiley, New York

Feller W (1971) An introduction to probability theory and

its applications, vol II, 2nd edn. Wiley, New York

Ferguson TS (1967) Mathematical statistics. Academic,

New York

Festinger L, Katz D (eds) (1953) Research methods in

behavioural sciences. Holt, Rinehart and Winston Inc,

New York

Finley KW, Wilkinson GM (1963) The analysis of adap-

tation in plant breeding programme. Aust J Agric Res

14:742–757

Finney DJ (1981) Probit analysis. S Chand and Company

Ltd, New Delhi

Fisher RA, Frank Y (1979) Statistical tables for

biological, agricultural and medical research.

Longman, London

Fisz M (1963) Probability theory and mathematical statis-

tics, 3rd edn. Wiley, New York

Flanagan JC (1953) The critical incident technique.

American Institute for Research, Pittsburgh

Flesch R (1960) How to write, speak and think more

effectively. Harper and Row Publishers, New York

Food and Agriculture Organization (1990) Participatory

monitoring and evaluation: handbook for training field

workers. FAO, Bangkok

Fox K (1968) Intermediate economic statistics. Wiley,

New York

Fraser DAS (1965) Nonparametric methods in statistics.

Wiley, New York

Freeman FS (1965) Theory and practice of psychological

testing. Oxford and IBH Publishing Company Pvt Ltd,

New Delhi

Freund JE (1992) Mathematical statistics. Prentice-Hall

of India, New Delhi

Galtung J (1970) Theory and methods of social research.

George Allen and Unwin, London

Gambhir GD (1979) Labour in small scale industries.

Nagpur University, Nagpur

Gangwar B, Katyal V, Anand KV (2003) Productivity,

stability and efficiency of different cropping

sequences in Maharashtra. Indian J Agri Sci 73

(9):471–477

Garrett HE (1979) Statistics in psychology and education.

Vakils, Feffer and Simons Ltd, Mumbai

Gibbons JD (1971) Nonparametric inference. McGraw-

Hill, New York

Gibbons JD, Chakrabarty S (1985) Nonparametric

methods for quantitative analysis. American Sciences

Press, New York

Giles WJ, Hatt PK (1981) Methods in social research.

McGraw-Hill Book Company, Singapore

Glejser H (1969) A new test for heteroscedasticity. J Am

Stat Assoc 64:316–323

Goldberg S (1960) Probability, an introduction. Prentice-

Hall, Englewood Cliffs

Goldberger AS (1964) Econometric theory. Wiley,

New York

Goldfield SM, Quandt RE (1972) Nonlinear methods in

econometrics. North Holland Publishing Company,

Amsterdam

Goode WJ, Hatt PK (1952) Methods of social research.

McGraw Hill, New York

Goon AM, Gupta MK, Dasgupta B (1998a) Fundamentals

of statistics, vol 1. World Press, Kolkata

422 Suggested Readings



www.manaraa.com

Goon AM, Gupta MK, Dasgupta B (1998b) Fundamentals

of statistics, vol 2. World Press, Kolkata

Goon AM, Gupta MK, Dasgupta B (1998c) Outline of

statistics, vol 1. World Press, Kolkata

Goon AM, Gupta MK, Dasgupta B (1998d) Outline of

statistics, vol 2. World Press, Kolkata

Gorsuch RL (1983) Factor analysis. Erlbaum, Hillsdale

Granger CWJ (1969) Investigating causal relations by

econometric models and cross-spectral methods.

Econometrica 37(3):424–438

Granger CWJ, Mowbold P (1976) R2 and the transforma-

tion of regression variables. J Econom 4:205–210

Graybill FA (1961) Introduction to linear statistical

models, vol 1. Mc-Graw Hill Inc, New York

Guilford JP (1954) Psychometric methods. McGraw-Hill

Book Company Inc, New York

Gujarati DN (1995) Basic econometrics. McGraw-Hill,

Inc, Singapore

Gunning R (1952) The technique of clear writing.

McGraw-Hill Book Co Inc, New York

Gupta SC (2001) Fundamentals of statistics. Himalaya

Publishing House, Mumbai

Gupta SC, Kapoor VK (2002) Fundamentals of mathe-

matical statistics. Sultan Chand and Sons, New Delhi

Gupta SC, Kapoor VK (2004) Fundamentals of applied

statistics. Sultan Chand and Sons, New Delhi

Haque A (1981) Study of some factors related to the

adoption of recommended species of fish in composite

fish culture. PhD thesis, Department of Agricultural

Extension, Bidhan Chandra Krishi Viswavidyalaya,

West Bengal

Harman HH (1976) Modern factor analysis. The Univer-

sity of Chicago Press, Chicago

Hartigan JA (1975) Clustering algorithm.Wiley, NewYork

Hogg RV, Craig AT (1972) Introduction to mathematical

statistics. Amerind, New Delhi

Hollander M, Wolfe DA (1973) Nonparametric statistical

methods. Wiley, New York

Holsti OR, Loomba JK, North RC (1968) Content analy-

sis. In: Lindzey G, Aronson E (eds) The handbook of

social psychology, vol 2. Addison-Wesley Publishing

Company Inc, Reading

House ER (1980) Evaluating with validity. Sage, Beverly

Hills

Johnston J (1985) Econometric methods. Mcgraw-Hill

Book Company, Singapore

Kaiser HF (1958) The varimax criterion for analytic rota-

tion in factor analysis. Psychometrika 23:187–200

Kane EJ (1968) Economic statistics and econometrics.

Harper International, New York

Kaplan A, Goldsem JM (1949) The reliability of content

analysis categories. In: Lasswell H et al (eds) The

language of politics: studies in quantitative semantics.

George steward, New York

Kapoor JN, Saxena HC (1973) Mathematical statistics.

S Chand and Co (Pvt) Ltd, New Delhi

Katyal V, Sharma SK, Gangwar KS (1998) Stability anal-

ysis of rice (Oryza sativa)- wheat (Triticum aestivum)
cropping system in integrated nutrient management.

Indian J Agric Sci 68(2):513–516

Katyal V, Gangwar KS, Gangwar B (2000) Yield stability

in rice (Oryza sativa)- wheat (Triticum aestivum) sys-
tem under long term fertilizer use. Indian J Agric Sci

70(5):277–281

Katz D (1953) Field studies. In: Festinger L, Katz D (eds)

Research methods in the behavioural sciences. Holt,

Rinehart and Winston Inc, New York

Kaufman R, Thomas S (1980) Evaluation without fear.

New Viewpoints, New York

Kendall MG (1962) Rank correlation methods, 3rd edn.

Griffin, London

Kendall MG, Stuart A (1968) The advance theory of

statistics, vol 3, 2nd edn. Charles Griffin and Company

Limited, London

Kendall M, Stuart A (1973) The advance theory of statis-

tics, vol 2. Charles Griffin and Co. Ltd, London

Kendall M, Stuart A (1977) The advance theory of statis-

tics, vol 1. Charles Griffin and Co. Ltd, London

Kerlinger FN (1973) Foundations of behavioural

research. Holt, Rinehart and Winston Inc, New York

Khanna KP, Mathew M (1979) Women workers in

unorganised sector of coir industries in India. I.C.S.S.R.

research abstract

Khaparde MS (1998) Action research process. National

Council of Educational Research and Training,

New Delhi

Kidder LH (1981) Research methods in social relations.

Holt, New York

Klien LR (1962) An introduction to econometrics.

Prentice-Hall, Englewood Cliffs

Klien LR, Shinkai Y (1963) An econometric model of

Japan, 1930–1959. Int Econ Rev 4:1–28

Kmenta J (1986) Elements of econometrics, 2nd edn.

Macmillan, New York

Kochar VK (1970) Strategy and framework for ethno-

graphic research in India. In: Sinha SC (ed) Research

programmes on cultural anthropology and allied

disciplines. Anthropological Survey of India, Kolkata

Kolmogorov AN, Fomin SV (1961) Elements of the the-

ory of functions and functional analysis, vol 2.

Graylock Press, Albany

Koontz H, Weihrich H (1988) Management. McGraw-

Hill Book Company, New York

Kothari CR (1996) Research methodology: methods and

techniques. Wishwa Prakasam, New Delhi

Koul L (1998) Research methodology: methods and

techniques. Wishwa Prakashan, New Delhi

Koutsoyiannis A (1977) Theory of econometrics.

Macmillan Press Ltd, London

Kraft CH, Eeden CV (1968) A nonparametric introduc-

tion to statistics. Macmillan, New York

Kramer JS (1991) The logit model for economists.
Edward Arnold publishers, London

Krejcie M (1970) Determining Sample Size for Research

Activities. Educ Psychol Meas 30:607–610

Kumar Somesh (2002) Methods for community participa-

tion: a complete guide for practitioners. Vistaar

Publications, New Delhi

Kvalseth TO (1985) Cautionary note about R2. Am Stat

39:279–285

Suggested Readings 423



www.manaraa.com

Lal Das DK (2000) Practice of social research: social

work perspective. Rawat Publications, Jaipur

Lee KL (1979) Multivariate tests for clusters. J Am Stat

Assoc 74:708–714

Lehmann EL (1959) Testing statistical hypotheses.

Wiley, New York

Leser C (1966) Econometric techniques and problems.

Griffin, London

Li C (1958) Population genetics. The University of

Chicago press, Chicago

Lindgren BW (1968) Statistical theory, 2nd edn. The

Macmillan Company, New York

Lindquist EF (ed) (1951) Educational measurement.

American council of education, Washington

Loeve M (1963) Probability theory, 3rd edn. Van

Nostrand, Princeton

Lundberg GA (1946) Social research. Longman,

New York

Lush JL (1943) Animal breeding plans. Iowa State Col-

lege Press, Ames

Madala GS (1983) Limited dependent and qualitative

variables in econometrics. Cambridge University

Press, New York

Maddaka GS (1983) Limited dependent and qualitative

variables in econometrics. Cambridge University

Press, Cambridge

Madnani JMK (1988) Introduction to econometrics:

principles and applications, 4th edn. Oxford and IBH

Publishing Company Pvt Ltd, Calcutta

Mahajan SL (1998) Postgraduate diploma in future stud-

ies (PGDFS) course at India Gandhi National Open

University (IGNOU) Level (Development of Curricu-

lum Outline through Delphi Method). Indian Psychol

Rev 51 (Special Issue):261–271

McClain JO, Rao VR (1975) CLUSTSIZ: a programme to

test for the quality of clustering of a set of objects.

J Market Res 12:456–460

Mehta P (1958) A study of communication of agricultural

information and the extent of distortion occurring

from district to village level workers in selected

IADP districts. PhD thesis, The University of Udaipur,

Rajasthan

Mikkelsen B (1995) Methods for development work and

research: a guide for practitioners. Sage, New Delhi

Mill JS (1930) A system of logic, 8th edn. Longmans,

New York

Millers DC (1964) Handbook of research design and

social measurement. David Mckey Co, New York

Mohsin SM (1984) Research methods in behavioural

sciences. Orient and Longman Limited, Calcutta

Monete DR et al (1986) Applied social research: tool for

the human services. Holt, Chicago

Montgomery D, Elizabeth P (1982) Introduction to linear

regression analysis. Wiley, New York

Monthly Public Opinion surveys (1981) A readership

study in metropolitan cities: May 1981. 22(2)

Monthly Public Opinion surveys (1983) Radio and televi-

sion audience surveys. 28(9)

Monthly Public Opinion surveys (1986) An assessment of

preferences of viewers of advertisements and spon-

sored programmes on Doordarshan. 31(5 and 6)

Mood AM, Graybill FA, Boes DC (1974) Introduction to

the theory of statistics. McGraw-Hill, New York

Morrison DF (1990) Multivariate statistical methods.

McGraw-Hill, New York

Moser CA, Kalton G (1950) Survey methods in social

investigation. Heinemann Educational Books Harper

and Brothers, London

Moulik TK (1965) A study of the predictive values of

some factors of adoption of nitrogenous fertilisers and

the influence of sources of information on adoption

behaviour. PhD thesis, Division of Agricultural

Extension, Indian Agricultural Research Institute,

New Delhi

Mulay S, Sabarathanam VE (1980) Research methods in

extension education. Manasayan, New Delhi

Nachmias D, Nachmias C (1981) Research methods in the

social sciences. St. Martina Press, New York

Nanjappa D, Ganapathy KR (1987) Content analysis of

agricultural information in selected Kannada dailies.

Indian J Ext Educ 23(1 and 2):20–23

Narain P, Soni PN, Pandey AK (1990) Economics of

long-term fertilizer use and yield sustainability: soil

fertility and fertilizer use. Vol. IV nutrient manage-

ment and supply system for sustaining in agriculture.

Indian Farmers Fertilizers Co-operative Limited.

Agricultural Services Department, Marketing Division,

New Delhi

Osgood CE, George JS, Percly HT (1957) The measure-

ment of meaning. University of Illinois Press, Urbaba

Pal Satyabrata, Sahu PK (2007) On assessment of

sustainability of crops and cropping system – some

new measures. J Sustain Agric 31(3):43–54

Panse VG, Sukhatme PV (1967) Statistical methods for

agricultural workers. Indian Council of Agricultural

Research, New Delhi

Pareek U, Trivedi G (1964) Manual of the socio-

economic status scale (rural). Manasayan, Delhi

Park RE (1966) Estimation with heteroscedastic error

terms. Econometrica 34(4):888

Parzen E (1972) Modern probability theory and its

applications. Wiley Eastern, New Delhi

Patel V (1982) “Women and work” (mimeographed).

SNDT Women’s University, Mumbai

Patton MQ (1980) Qualitative evaluation and research

methods, 2nd edn. Sage, New Delhi

Patton MQ (1982) Qualitative evaluation methods. Sage,

London

Perry NC, Michael WB (1951) The estimation of a phi-

coefficient. Educ Psychol Meas 11:629–638

Pfohl J (1986) Participatory evaluation: a users guide.

PACT, New York

Posova EJ, Carey RG (1985) Programme evaluation

methods and case studies. Prentice Hall, Englewood

Cliffs

Prajneshu (1998) A non-linear statistical model for

aphid population growth. J Indian Soc Agric Stat

51:73–80

Prajneshu (2007) Non-linear statistical models and their

applications to crops, pests and fisheries. In: A diag-

nostic study of design and analysis of field

experiments. IASRI, New Delhi

424 Suggested Readings



www.manaraa.com

Punch KF (1998) Introduction to social research. Sage,

New Delhi

Radhakrishna RB, Bowen BE (1991) Agricultural exten-

sion problems: perceptions of extension Directors.

Indian J Ext Educ 27(3 and 4):7–15

Raifa H, Schlaifer R (1961) Applied statistical decision

theory. Division of Research, Harvard Business

School, Harvard University, Boston

Ramachandran P (1968) Social work research and statis-

tics. In: History and philosophy of social work in

India. Allied Publishers, Bombay

Rangaswamy R (2000) A text book of agricultural statis-

tics. New Age International (P) Limited, Publishers,

New Delhi

Rao CR (1952) Advanced statistical methods in biometric

research. Wiley, New York

Rao CR (1968) Linear statistical inference and its appli-

cation. Wiley, London

Rao MP (1998) Scientific literacy-its impact on neo-

literates. Indian J Adult Educ 59(1):10–15

Ray GL (1967) A study of agricultural and sociological

factors as related to high and low levels of urbanisation

of farmers. PhD thesis, Division of Agricultural Exten-

sion, Indian Agricultural Research Institute, New Delhi

Ray GL (2003) Extension communication and manage-

ment. Kalyani Publishers, Ludhiana

Roethlisberger FJ, Dickson WJ (1939) Management and

the worker. Harvard University Press, Cambridge

Rogers EM (1995) Diffusion of innovations. The Free

Press, New York

Rosenberg M (1968) The logic of survey analysis. Basic

Books, New York

Rossi P, Freeman H (1982) Evaluation: a systematic

approach. Sage, Beverly Hills

Rubin A, Babbie E (1989) Research methods for social

work. Belmont, California

Ruttman L (ed) (1977) Evaluation research methods: a

basic guide. Sage, Beverly Hills

Sagar RL (1983) Study of agro-economic, socio-

psychological and extension- communication variables

related with the farmers productivity of major field

crops in Haringhata Block. PhD thesis, Department of

Agricultural Extension, Bidhan Chandra Krishi

Viswavidyalaya, West Bengal

Sahu PK (2007) Agriculture and applied statistics –I,

Kalyani Publisher, Ludhiana, India

Sahu PK, Das AK (2009) Agriculture and applied statis-

tics –II, Kalyani Publisher, Ludhiana, India

Sahu PK, Kundu AL, Mani PK, Pramanick M (2005)

Sustainability of different nutrient combinations in a

long term rice-wheat cropping system. J New Seeds

7(3):91–101

Scheffe H (1959) The analysis of variance. Wiley,

New York

Scheirer MA (1980) Programme evaluation: the organi-

zational context. Sage, Beverly Hills

Seber GAF, Wild CJ (1989) Nonlinear regression. Wiley,

New York

Sellitz G et al (1973) Research methods in social relations,

3rd edn. Holt, Rinehart and Winston Inc, New York

Selltiz C, Wrightsman LS, Cook SW (1976) Research

methods in social relations. Holt, Rinehart and

Winston Inc, New York

Sen Gupta T (1966) Developing job-chart and a rating

scale for measuring effectiveness of village level

workers in the intensive agricultural district

programme. PhD thesis, Division of Agricultural

Extension, Indian Agricultural Research Institute,

New Delhi

Shah VF (1977) Research design. Rachna Prakashan,

Ahmadabad

Sharma JC (1974) Measurement of social concepts:

indicators and indexes. Indian J Soc Work 34

(4):359–366

Sharma DD (1998a) Marketing research-principles,

applications and cases. Sultan Chand and Sons,

New Delhi

Sharma JR (1998b) Statistical and biometrical techniques

in plant breeding. New Age International Publishers,

New Delhi

Shaughnessy JJ, Zechmeister EB (1950) Research

methods in psychology. McGraw-Hill Publishing

Company, New York

Shenoy GV, Pant M (1994) Statistical methods in busi-

ness and social sciences. Macmillan India Limited,

New Delhi

Siddaramaiah BS, Jalihal KA (1982) An experimental

study of one-sided and two-sided presentation of

messages with advance organisers. Indian J Ext Educ

18(1 and 2):45–50

Siegal S (1956) Nonparametric statistics for the

behavioural sciences. McGraw-Hill Book Company

Inc, New York

Singh SN (1969) A study on adoption of high yielding

varieties and investment pattern of additional income

by the farmers of Delhi Territory. PhD thesis, Division

of Agricultural Extension, Indian Agricultural

Research Institute, New Delhi

Singh AK (1981) Study of some agro-economic socio-

psychological and extension-communication variables

related with the level of fertiliser use of the farmers.

PhD thesis, Department of Agricultural Extension,

Bidhan Chandra Krishi Viswavidyalaya, West Bengal

Singh Daroga, Chaudhary FS (1989) Theory and analysis

of sample survey designs. Wiley Eastern Limited,

New Delhi

Singh RK, Chaudhary BD (1995) Biometrical methods in

quantitative genetic analysis. Kalyani Publishers,

Ludhiana

Sinha AKP, Upadhyaya OP (1962) Eleven ethnic groups

on a social distance scale. J Soc Psychol 57:49–54

Sjoberg G, Nett B (1968) A methodology of social

research. Harper & Row, New York

Slessinger D, Stevenson M (1930) Social research, in

encyclopaedia of the social science, vol 9. The

MacMillan Company, New York

Sneath P (1957) The application of computers to taxon-

omy. J Gen Microbiol 17:201–226

Snedecor GW, Cochran WG (1967) Statistical methods.

Iowa State University Press, Ames

Suggested Readings 425



www.manaraa.com

Sokal RR, Sneath PHA (1963) Principles of numerical

taxonomy. Freeman, London

Soni PN, Sikarwar HS, Moheta DK (1988) Long term

effects of fertilizer application on productivity in

rice-wheat sequence. Indian J Agron 33:167–173

Spicer EH (ed) (1952) Human problems in technological

change: a casebook. Wiley, New York

Spiegel MR (1988) Theory and problems of statistics.

McGraw-Hill Book Co, Singapore

Sproull NL (1988) Handbook of research methods; a

guide for practitioners and students in the social

sciences. The Scarecrow Press Inc, Metuchen

Stouffer SA (1962) Social research to test ideas. Free

Press of Glencoe, New York

Sulaiman VR, Sadamate VV (2000) Privatising agricultural

extension in India. Policy paper 10. National Centre

for Agricultural Economics and Policy Research,

New Delhi

Theil H (1970) On the relationships involving qualitative

variables. Am J Sociol 76:103–154

Theil H (1972) Principles of econometrics. North Holland,

Amsterdam

Theil H (1978) Introduction to econometrics. Prentice-

Hall, Englewood Cliffs

Theis J, Grady HM (1991) Participatory rapid appraisal

for community development: a training manual based

on experience in the Middle East and North Africa.

International Institute for Environment and Develop-

ment and Save the Children Federation, London

Thomas PT (1977) Social research. In: Encyclopaedia

of social work India. Government of India, New Delhi

Thompson WA Jr (1969) Applied probability. Holt,

Rinehart and Winston Inc, New York

Thurstone LL (1946) Comment. Am J Sociol 52:39

Tintner G (1965) Econometrics. Wiley, New York

Tuckman BW (1978) Conducting educational research.

Harcourt Brace Jovanovich Inc, New York

UNICEF (1990) Strategy for improved nutrition of chil-

dren and women in developing countries. A UNICEF

policy review. UNICEF, New York

Walker HM, Lev J (1965) Statistical inference. Oxford

and IBH Publishing Company Pvt Ltd, Calcutta

Ward J (1963) Hierarchical grouping to optimize an

objective function. J Am Stat Assoc 58:236–244

Watson G (1987) Writing a thesis: a guide to long essays

and dissertations. Longman Inc, New York

White H (1980) A heterosedasticity consistent covariance

matrix estimator and direct test of heterosedasticity.

Econometrica 48:817–898

Wilkinson TS, Bhandarkar PL (1977) Methodology and

techniques of social research. Himalaya, Bombay

Wilks SS (1962) Mathematical statistics. Wiley, New York

Wimmer RD, Dominick JR (2000) Mass media research:

an introduction. Wadsworth Publishing Company,

New York

Wolfe JH (1970) Pattern of clustering by multivariate

mixture analysis. Multivar Behav Res 5:329–350

Yamane T (1970) Statistics. Harper International, NewYork

Yang WY (1980) Methods of farm management investi-

gation. FAO Agricultural Development Paper No. 80.

FAO, Rome

Yin RK (1984) Case study research: design and methods.

Applied social research methods series, vol 5. Sage,

Beverly Hills

Young PV (1996) Scientific social surveys and research.

Prentice-Hall of India Pvt. Ltd, New Delhi

Yule GU, Kendall MG (1950) Introduction to the theory

of statistics. Charles Griffin, London

Zacks S (1971) The theory of statistical inference. Wiley,

New York

426 Suggested Readings



www.manaraa.com

Index

A
Abscissas, 85

Absolute, 40, 41, 98–100, 136, 139, 219, 236, 373, 378

Absolute experiment, 4

Abstract indicators, 42

Accuracy, 1, 3, 7, 33, 39, 47, 56, 64, 72, 73, 77, 397, 407

Acknowledge, 20, 415, 416

Ad, 413, 416

Adaptability, 315

Additive, 152, 190, 191, 205, 217, 228, 284

Additive effects, 303

Additivity, 152, 190, 191, 205, 217, 228, 284, 303

Adjusted treatment, 288, 289

Alteration, 415

Alternative hypothesis, 17, 132, 133, 137–140, 143,

146–148, 152, 170, 171, 173, 191, 217

Analysis of covariance, 30, 283–290, 295

Analysis of variance, 30, 31, 158, 165, 189–284, 289,

291–293, 326, 379, 408, 409

Analytical, 3–7, 17, 19, 25, 70, 325, 397, 403, 408, 413,

415, 418

Angular transformation, 211–215

ANOVA, 89, 189–215, 217, 218, 220, 224, 229, 231, 235,

237, 243, 245, 250, 257, 260, 264, 271, 274, 289,

292, 293, 317, 318, 331, 335–337, 341, 379, 407

Antilog, 91, 206

Appreciation, 70, 416

Appropriate, 3, 6, 8, 16, 28, 29, 38, 41, 48, 55, 72–73, 97,

106, 108, 109, 112, 121, 133–135, 141, 145, 147,

148, 166, 167, 194, 195, 197, 199, 200, 204, 206,

209, 216, 228, 230, 234, 242, 246, 249, 253, 259,

261, 262, 270, 274, 275, 286, 290, 292, 325, 330,

338, 339, 347, 348, 358–361, 367, 368, 377, 378,

380, 384, 396, 405–407, 411, 412, 414

Arcsin transformation, 211

Assertion, 17, 28, 132

Assumptions, 3, 24, 30, 158, 162, 172, 190, 200, 205–215,

217, 228, 284, 354

Assumptions in analysis of variance, 190

Asymmetrical factorial experiment, 33, 249, 253

Asymmetry, 87, 89

Atomic spectroscopy, 395

Atomization, 395

Attribute, 36, 43, 48, 58, 89, 123–125, 149, 154–158

Autoclave, 395, 396, 405

Auxiliary, 56, 57, 63, 283

Average, 4, 21, 22, 43, 44, 46, 81, 89, 90, 93, 97, 98, 100,

126, 135–137, 145, 146, 163–165, 203, 205–211,

213, 214, 219, 224, 236, 237, 243, 244, 249,

250,255, 256, 262–264, 272, 273, 286, 298, 316,

317, 319–323, 365, 378–380

B
Bartlett’s test, 150, 190

Belt drive, 394

Bias, 26–30, 44, 47, 60, 64, 241, 242, 245

Biased estimator, 50, 55, 56, 59, 135, 148

Biased sample, 46

Binomial probabilities, 159, 188

Bivariate analysis, 325

Bivariate normal population, 134

Block, 30–32, 56, 57, 59, 83, 84, 228–234, 241, 246, 249,

253, 258–283, 378, 405, 408, 409

BOD incubator, 393

Broad sense heritability, 290, 291, 297–299

Budgetary, 413

C
Canonical analysis, 89, 326, 349–354

Caption, 82

Cattell scree test, 355

Cause, 6, 9, 10, 41, 66, 67, 126, 213, 303, 306, 345, 346,

394, 406

Census method, 45, 46

Central tendency, 44, 87, 89–98, 101, 103

Centroid linkage, 379

Change of origin, 99, 113, 123, 126, 127, 213–215

Change of scale, 99, 127, 213

Chatting, 64, 67

Chebychev’s distance, 378

Chronology, 67, 414

Cluster analysis, 89, 326, 377–388

Clustered, 83, 84

Clustering, 57, 377–380

Coefficient of variation (CV), 46, 47, 98, 101, 215,

290, 298, 299

Co-heritability, 290, 299

Common factor analysis, 355

Communality, 355

Comparative experiment, 4

Comparison of means, 215–217

Complete linkage, 379

P.K. Sahu, Research Methodology: A Guide for Researchers in Agricultural Science,
Social Science and Other Related Fields, DOI 10.1007/978-81-322-1020-7, # Springer India 2013

427



www.manaraa.com

Completely randomized design (CRD), 30–32, 217–227,

241, 248, 253

Composite hypothesis, 132

Concomitant variables, 283

Confidence interval, 131

Consistency, 7, 9, 26, 28, 77, 315, 415

Constants, 35, 90, 93, 99, 100, 113, 123, 126, 190

Construct validity, 42

Contamination, 391, 402, 405

Content validity, 42

Continuous, 12, 36, 39, 80–83, 93, 98, 162, 169, 170,

172, 394

Contrast, 27, 131

Convenience, 42, 80, 258, 264, 326

Convincing, 82, 98

Correction factor (CF), 51, 81, 94–96, 168, 192,

196, 197, 201, 202, 218, 219, 224, 229,

231, 235, 237, 242, 245, 247, 249, 250,

255, 256, 260, 262, 263, 269, 270, 272, 273,

292, 294

Correlation, 6, 42, 89, 112–127, 130, 134, 141–144, 168,

181, 289–291, 295–297, 301–311, 315, 326–332,

334, 346–356, 371–373

Covariance, 30, 119, 127, 128, 283–302, 304, 305,

308, 365

CRD. See Completely randomized design (CRD)

Criteria validity, 42

Critical difference (CD), 193, 195, 198, 200, 203, 205,

212, 216, 219, 220, 225, 230, 231, 237, 243, 245,

246, 248, 261, 264, 274, 275

Critical region, 132–134, 159, 170

Cumulative, 51, 81, 85, 86, 94–96, 159, 162, 172, 173,

180, 188, 362, 372, 380

Customary, 101, 299

D
D.C motor drives, 394

Degrees of freedom, 133, 135, 136, 139, 151, 152, 166,

216, 217, 219, 236, 242, 243, 260, 261, 270, 271,

274, 290, 408, 409

Dendrogram, 380–388

Dependent variable, 36–39, 126–127, 189, 283, 302–305,

325–327, 331, 332, 340, 345, 348–350

Deviation, 98–101, 145–148, 162, 190, 215, 289, 303,

316, 319–323, 326, 368, 369

Diagnostics, 12

Diagrammatic, 82, 85

Dialectical, 6, 11

Digital colony counter, 394

Digital pH meters, 391

Dimensionality, 43

Direct effect, 303, 306–308, 314

Discrete, 38, 39, 77, 80–83, 93

Discrete variable, 36, 98

Discriminant analysis, 89, 325, 364–377

Disguised observation, 64

Dispersion, 41, 87, 89, 97–101, 104, 365

Distance matrix, 377, 382, 383, 388

Distance measure, 377–379, 386

Distribution free, 158

DMRT. See Duncan multiple range test (DMRT)

Dummy variable, 36, 38

Duncan multiple range test (DMRT), 216, 217

E
Eberhart and Russell model, 315–319

Ecovalence, 42

Editing, 60, 75, 77

Effect, 4, 6, 10, 12, 29, 30, 32, 38, 41, 44, 71, 121, 126,

141, 142, 144, 158, 169, 190–192, 195, 197, 198,

200, 202, 203, 205, 206, 208, 212, 213, 216, 217,

219, 224, 228, 230, 231, 234, 236, 237, 241–251,

253, 255, 257–259, 261–265, 268, 270, 271, 274,

283, 284, 286, 292, 293, 297, 302, 303, 306–308,

314, 315, 345–347, 354

Efficiency, 55, 58–60, 70, 189

Efficient estimator, 52

Eigen value, 350, 355, 362, 372

Electrode, 390–392

Endogenous variables, 302

Environmental correlation, 290, 297

Environmental covariance, 290, 295

Environmental effects, 293

Environmental index, 316

Error mean square, 151, 215, 217

Error of leniency, 44

Estimate, 7, 42, 47, 48, 57–59, 126, 127, 131, 143,

149, 151, 201, 215, 235, 241–245, 261, 263,

270, 274, 284, 289, 298, 299, 316, 331, 340,

350, 354, 355, 364

Estimation, 30, 47, 56, 57, 60, 89, 131–132, 158, 289, 364

Estimator, 46–48, 50, 52, 55–59, 135, 148, 161, 327

Euclidean distance, 378

Exclusive, 11, 15, 21, 36, 39, 80, 153, 364, 380

Exhaustive, 2, 15, 21, 36, 72, 73, 79, 134, 382, 389,

405, 407

Exogenous, 4

Exogenous variables, 302

Experiment, 3, 4, 9, 11, 25, 30–33, 39, 57, 63, 151,

152, 195, 200, 206, 215–217, 219, 230, 234,

236, 242, 246–259, 261, 262, 264, 271, 283,

306, 320, 407, 417

Experimental error, 30, 31, 205, 215, 234

Experimental units, 30, 31, 215, 217, 228, 234, 241, 253,

259, 394

Experimenter, 2, 4, 8, 29–32, 246, 331

Explanatory, 6, 10, 36, 37, 126, 332, 354, 416

F
Factor

analysis, 326, 354–363

scores, 355, 361

Factorial comparison, 215

Factorial design, 249, 253, 259

Factorial experiment, 32–33, 246–259

22 Factorial experiment, 32, 251–253, 255

23 Factorial experiment, 32, 53, 255

2n Factorial experiment, 253, 255

Fermentation studies, 393

Finite population, 49, 51

428 Index



www.manaraa.com

Fisher-t statistic, 139, 365

Fixed effect model, 190, 192, 195, 219

Flame photometer, 395

Free hand curve, 85

Frequency, 40, 79, 153, 395

F-test, 139, 215, 216, 261, 270, 274, 316

G
Garbage in garbage out (GIGO), 19, 407

GCV. See Genotypic coefficient of variation (GCV)

Genetic advance, 290, 299, 301, 302

Genetic gain, 290, 299

Genotypic coefficient of variation (GCV), 290, 291,

297–299

Genotypic correlation, 289, 297, 301

Glare-free illumination, 394

Glyph and metroglyph, 379–380

Gradient, 228

Gradient blocking, 228

Group comparison, 215

H
Hartley test, 190

Heritability, 289, 290, 297

Heterogeneity, 31, 52, 151, 152, 234

Hierarchical technique, 378–379

Historigram, 82–85

Holtzman inkblot, 70

Homogeneity, 30, 32, 149, 172, 190, 259

Homogeneity of variance, 150, 152

Homogeneous, 11, 30, 31, 55, 121, 153, 217, 228,

364, 377

Homoscedastic, 190

Hotelling’s T2 statistic, 365

Hypothesis, 3, 15, 21, 25, 39, 131–188, 191, 285, 365,

407, 412

I
ICARDA, 320

Inclusive, 80

Incomplete block design, 258–282

Index number, 92, 93

Indirect assay, 65, 69

Indirect effect, 297, 302, 303, 306–308, 315

Inference, 3–7, 18, 25, 33, 45, 46, 48, 131–133, 139,

140, 165, 189, 206, 208, 211, 317, 319, 323,

414, 415, 418

Inferential, 4, 89

Infinite population, 45, 46

Inflation, 413

Influenced, 1, 36, 37, 73, 89, 92, 112, 302

Innovation index, 97, 325, 349

Instrument(s), 7, 15, 18, 26, 28, 41, 42, 71, 73, 124,

389–406

Instrumental or laboratory safety, 405–406

Interaction effect, 32, 158, 195, 200, 202, 205, 246–251,

253, 255, 257–259, 261, 262, 264, 265, 268,

271, 315

Interdependence method, 325

Interval estimation, 131–132

Interval scale, 40–41, 43, 44

Interview method, 64–68

K
Kendall’s coefficient, 168–169, 188

Kiser criterion, 355

K-means clustering technique, 379

Kolmogorov-Smirnov one sample test, 162–163

Kruskal-Wallis test, 165–167

Kurtosis, 97–112

L
Laminar air flows, 392

Large sample, 46, 57, 144–158, 162, 172, 184, 350

Latin square, 31, 234, 243

Latin square design (LSD), 30–32, 234–240, 243, 244,

248, 253, 258, 261, 263, 264, 270, 271

Layout, 31, 32, 230, 236, 242, 244, 259, 268, 283, 414,

415, 419

LDA. See Linear discriminant analysis (LDA)

Level, 6, 17, 22, 29, 35, 47, 72, 89, 132, 189, 290, 331,

391, 416

Level of significance, 132–136, 138–140, 142, 143,

145–149, 151–154, 156–159, 161, 163–167, 170,

173, 178–179, 188, 190–193, 196, 198, 201, 202,

205, 207, 208, 210, 212, 216, 218, 219, 224, 228,

230, 236, 242–244, 247, 249, 250, 255, 257, 260,

262, 263, 269, 272, 292, 332

Life sciences, 5, 393, 397, 400

Linear combination, 189, 349, 350, 356, 364

Linear discriminant analysis (LDA), 364

Linearity, 123, 321

Local control, 30, 31, 217

Logarithmic transformation, 206–208

Longitudinal, 6, 9

LSD. See Latin square design (LSD)

M
Main effect, 248, 257

Manhattan distance measure, 378

Mann–Whitney U-test, 164–165

McNemar test, 167–168

Mean comparison, 200, 264

Mean squared error (MSE), 46, 48, 289

Median, 40, 89, 94–99, 101, 111, 159, 160, 163,

170–172, 322, 323

Median test, 163–164

Mendel’s, 152, 153

Mesokurtic, 101, 103, 104

Microbiological, 393

Minkowski measure, 378

Minkowski’s distance, 378

Missing plot technique, 241–246

Mixed effect model, 190

Model, 4, 8, 9, 37, 38, 158, 189–190, 197, 200, 202,

206, 217, 224, 228, 230, 234, 236, 242, 244,

246, 249, 253, 259, 262, 268, 271, 283–286,

292, 305, 315–319, 331, 332, 337, 338, 340–345

Monohybrid, 152

Motivation index, 124, 125, 349

Index 429



www.manaraa.com

Moving, 51, 68, 390

MSE. See Mean squared error (MSE)

Multicollinearity, 354

Multi-locational, 315

Multiple correlation coefficient, 143–144, 327

Multiple discriminant analysis, 325

Multivariate analyses, 87, 89, 130, 325–388

Mutually orthogonal contrast, 350

m x n Factorial experiment, 246–253, 259

N
Newman-Kuels test, 216

Nominal scale, 40, 158

Non-assignable parts, 189

Non-heritable components, 289

Nonlinear, 121, 126

Non-parametric test, 132, 149, 158–173

Non probability sampling, 18, 59–60

Non-significant, 136, 143, 147, 148, 153, 158, 198,

317, 332

Normal population, 134–144, 190

Normit model, 38

Null hypothesis, 17, 132–153, 155, 157–162, 165–173,

192, 195, 196, 198, 212, 215, 219, 220, 224,

230, 231, 288, 316, 379

O
Objective, 2, 15, 21, 25, 35, 46, 63, 75, 131, 200, 319,

326, 397, 411

Observation method, 64

One way classified data, 189, 190, 192–195, 218,

284–289

Optimum performance, 405

Optimum sample size, 46

Ordinal scale, 40, 41

Ordinates, 82, 85

Orthogonal, 350, 354

P
Pair comparison, 43, 215, 216

Paired t-test, 134, 141, 167

Pantry audit, 70, 71

Parameter, 4, 15, 17, 28, 38, 46–48, 56–60, 72, 87,

125, 126, 131–133, 141, 153, 154, 158, 159,

162, 170, 171, 190, 289–291, 297–299, 316,

325, 326, 346, 364, 378, 400

Parametric test, 132, 158, 163

Partial correlation coefficient, 144, 181, 346,

348, 349

Partial regression coefficient, 326

Path coefficient, 291, 303–315

Path coefficient analyses, 297

Path diagram, 302, 303

PCV. See Phenotypic coefficient of variation (PCV)

Percent disagreement, 378

Percentiles, 40, 89, 95, 111

Petri dishes, 394, 406

Phenotypic coefficient of variation (PCV), 290, 291,

297–299

Phenotypic correlation, 290, 297, 301

Phenotypic co-variability, 289

pH meter, 18, 390–392

Plasma-atomic emission spectrometry, 395

Platykurtic, 101, 103, 104

Point estimation, 89, 131

Population

correlation coefficient, 141, 142

mean, 46, 50, 55–57, 133–141, 145, 191

variance, 46, 50, 134–141, 145–147, 149

Potential, 31, 66, 98, 158, 234, 250, 390, 396, 412

Potential of hydrogen, 390

Power distance, 378

PRA, 69, 71

Precision, 25, 32, 72, 73, 134, 215, 258, 297

Predictability, 1

Presentation, 25, 59, 60, 64, 75, 81–82, 85, 87, 88,

101–104, 112, 119, 123, 380, 384, 411, 414,

417, 418

Presumption, 415

Primary data, 18, 63–64, 67, 69, 73, 75, 413

Principal Component Analysis, 354–363

Principles of design, 30, 31, 217

Probability

level, 331, 332

of misclassification, 365

sampling, 18, 48–59

Probit, 38

Probit model, 423

Projective method, 69–70

Projects, 2, 3, 5, 6, 10, 11, 41, 42, 69–71, 73, 392,

411–417

Q
Qualitative, 4–7, 9, 11, 18, 36, 38, 63, 71–73, 79, 95, 97,

123, 154, 168, 326, 395, 411

Quartiles, 89, 95, 98, 99, 101, 111

Quatrimax, 355

Quatrimax normalized, 355

Questionnaire, 27, 28, 66–71, 416, 418

Questionnaire method, 67, 68

R
Random effect model, 190

Randomization, 30, 31, 217, 228, 259, 268

Randomized block design (RBD), 31, 32, 228–234,

241–243, 246–248, 251–253, 292

Ratio scale, 40, 41, 43

Raw data, 19, 63, 75, 77, 99, 100

RBD. See Randomized block design (RBD)

Recurring, 413

Redundancy index, 350

Regression

analysis, 37, 38, 112, 113, 126–130, 325–327, 329,

330, 349, 354

coefficient, 126, 127, 134, 143, 283, 284, 286, 316,

317, 319–323, 330, 355

Relevant, 1, 5, 15–17, 19, 20, 23, 27, 65, 72, 82,

407, 415

430 Index



www.manaraa.com

Reliability, 5, 26–28, 41, 42, 72, 73, 215

Remainder approach, 50–51

Replication, 2, 30–32, 198, 204–212, 216, 217,

219, 228–231, 234, 241–243, 246–248, 250,

255, 257–264, 268–274, 292, 294, 295,

308, 408, 409

Researcher, 1, 15, 21, 26, 35, 45, 63, 79, 131, 189, 302,

326, 394, 411

Research process, 4, 10, 15–20, 25, 35, 63, 71, 73,

413–415, 417, 418

Research programme, 2, 5–7, 9–12, 16–21, 23, 25–28, 39,

41, 45, 63, 64, 72, 73, 75, 95, 325, 384, 407, 411,

412, 414–418

Research proposal, 5, 411–414

Residual, 127, 284, 285, 297, 302–306, 308, 315, 331,

335–337, 341, 346, 355

Rosenzweig, 70

Rotation, 58, 355, 360, 361

S
Sample

means, 47, 50, 55, 57–59, 135–140, 145, 150, 166,

189, 365

size, 26, 46, 47, 55–56, 58, 100, 136–140, 144–147,

158, 161, 162, 164, 171, 173, 183, 350

space, 132

survey, 9, 48

survey method, 45, 46

Sampling error, 46, 48

SAS, 103, 110–111, 114, 116, 117, 130, 220–223,

225–227, 232–234, 238–240, 251–253,

264–267, 347, 349–354, 382–384

Scaling technique, 43–44

Scatteredness, 89

Schedule, 32, 66, 68, 69, 73, 246, 271, 275, 387, 388, 418

Schedule method, 64, 68–69

Scrutiny, 2, 60, 75, 77–79

Secondary data, 18, 22, 63, 71–72

SEm, 216, 217

Shaker mechanism, 394

Sign test, 158–159, 169–170

Simple hypothesis, 132

Single linkage, 378–379

Size and shape, 215

Skewness, 97–98, 101–112

Social research, 12, 47

Sociogram, 70

Spearman’s rank correlation coefficient, 123, 124, 168

Split Plot, 259, 264–268, 408, 409

Split plot design, 258–264, 268

SPSS, 107–110, 114, 117, 118, 130, 200, 327,

329–331, 337–340, 347, 348, 356, 358–362,

367, 368

Spurious, 121, 402

Square root of error mean square, 215

Square root transformation, 206, 208–211

Stability, 42, 315–319

Stacked, 83, 84

Standard deviations, 98–101, 145–148, 215, 303,

320–323, 326

STATISTICA, 384–388

Statistical hypothesis, 132

Statistical softwares, 239, 251, 264, 325, 408

Stepwise backward regression technique, 332

Sterilize articles, 395

Stimulus, 37, 43

Stimulus variable, 36–38

Strip plot design, 264–282

Successive intervals, 44

Sum of squares, 127, 191, 192, 196, 200, 201, 215,

231, 242, 243, 260, 261, 263, 269, 270, 272–274,

284, 285, 289, 291, 317, 318, 331, 341, 365,

408, 409

Survey, 3, 4, 8, 9, 15, 16, 18, 22, 23, 25, 27, 38,

40, 41, 45, 46, 48, 56, 57, 60, 63, 67, 68,

71, 417

Susceptibility, 124, 189

Sustainability, 319–323

Sustainability index, 320–323

Symmetric, 32, 33, 101, 102, 249, 253, 402

Symmetrical factorial experiment, 32, 33

Synchronization, 417

Synthesis, 7, 283, 412, 416

T
Test

for homogeneity of variance, 150

the randomness, 159, 161

statistic, 29, 132–149, 151, 153, 154, 156–158, 161,

165–167, 173

Tetrachoric, 125

Tidbits, 417

Time series data, 132

Tocher method of clustering, 379

Tolerance, 189

Transformation, 76, 78, 106, 205–215, 382

Transitory, 71

Treatment

effect, 216, 284

mean, 195, 207, 208, 210, 215–217, 219,

230, 231, 237, 242, 243, 261, 263, 264,

270, 271, 274, 275, 285, 288, 289,

299–301, 318

Trend, 8, 70, 126, 215, 413

t-test, 139–141, 164, 167, 189, 190, 290, 331
Tukey’s honestly significant difference test, 216

Two way analysis of variance, 30, 195, 200, 202

Two way classified data, 198, 199, 201, 204, 205, 211,

229

Type I error, 132, 133

TypeII error, 133, 158

U
Unbiased, 1, 30, 66, 131, 132, 135, 168

Unbiased estimator, 50, 55, 56, 59, 135, 148

Unbiased sample, 46

Index 431



www.manaraa.com

Uncorrelated, 142, 354, 356

Uniformity, 77

Univariate analyses, 87, 325

Unreveal, 415

Unweighted index numbers, 368–370, 374

Unweighted pair group method, 379

V
Value index, 320

Vaporization, 395

Variability, 31, 46, 98, 138, 142, 146–148, 189, 228,

283, 289, 290

Variance component model, 190

Varimax normalized, 355

Vitiated, 414

W
Ward’s method, 378, 379

Warranty card, 70

Weighted index number, 368–370, 374

Wilcoxon’s unpaired distribution, 164, 186

Y
Yates method, 315

Yield, 10, 56, 65, 75, 137, 189, 283, 326, 407

432 Index


	Research Methodology: A Guide for Researchers in Agricultural Science, Social Science and Other Related Fields
	Preface
	Contents
	About the Book
	1: Scientific Process and Research
	1.1 Scientific Methods
	1.2 Research
	1.2.1 Motivations of Research
	1.2.2 Objective of Research
	1.2.3 Research Methodology
	1.2.4 Research Method
	1.2.5 Research Methodology vs. Research Method
	1.2.6 Research Approach
	1.2.6.1 Inferential Approach
	1.2.6.2 Experimental Approach
	1.2.6.3 Simulation Approach

	1.2.7 Criteria of Good Research
	1.2.8 Types of Research
	1.2.8.1 Descriptive Research
	1.2.8.2 Analytical Research
	1.2.8.3 Fundamental/Pure/Basic Research
	1.2.8.4 Applied Research
	1.2.8.5 Qualitative Research
	1.2.8.6 Quantitative Research
	1.2.8.7 Conceptual Research
	1.2.8.8 Original Research
	1.2.8.9 Artistic Research
	1.2.8.10 Action Research
	1.2.8.11 Historical Research
	1.2.8.12 Laboratory Research
	1.2.8.13 Field Research
	1.2.8.14 Intervention Research
	1.2.8.15 Simulation Research
	1.2.8.16 Motivational Research
	1.2.8.17 One-Time Research
	1.2.8.18 Longitudinal Research
	1.2.8.19 Clinical/Diagnostic Research
	1.2.8.20 Conclusion-Oriented Research
	1.2.8.21 Decision-Oriented Research
	1.2.8.22 Exploratory Research
	1.2.8.23 Explanatory Research
	1.2.8.24 Evaluation Research
	1.2.8.25 Operation Research
	1.2.8.26 Market Research
	1.2.8.27 Dialectical Research
	1.2.8.28 Internet Research
	1.2.8.29 Participatory Research

	1.2.9 Significance of Research


	2: Research Process
	2.1 Steps in Research
	2.1.1 Identification and Conceptualization of Problem
	2.1.2 Purpose of Study
	2.1.3 Survey of Literature
	2.1.4 Selection of the Problem
	2.1.5 Objectives of the Study
	2.1.6 Variables/Parameters to be Included in the Study to Fulfill the Objectives
	2.1.7 Selection of Hypothesis
	2.1.8 Selection of Sample
	2.1.9 Operationalization of Concepts and Optimization/Standardization of the Research Instruments
	2.1.10 Collection of Data
	2.1.11 Processing, Tabulation, and Analysis of Information
	2.1.12 Interpretation of Results
	2.1.13 Verification of Results
	2.1.14 Conclusion
	2.1.15 Future Scope of the Research
	2.1.16 Bibliography
	2.1.17 Appendix


	3: Research Problems
	3.1 Research Problems
	3.1.1 Researcher Interest
	3.1.2 Usefulness of the Topic
	3.1.3 Resources Availability
	3.1.4 Availability of Data

	3.2 Steps in the Formulation of Research Problem

	4: Research Design
	4.1 Characteristics of a Good Research Design
	4.1.1 Objectivity
	4.1.2 Reliability
	4.1.3 Validity
	4.1.4 Generalization

	4.2 Types of Research Design
	4.2.1 Research Design for Exploratory Research
	4.2.2 Research Design for Descriptive Type of Research
	4.2.3 Research Design for Hypothesis-Testing Research
	4.2.3.1 Research Design for Diagnostic Studies
	4.2.3.2 Research Designs for Experimental Studies
	Informal Research Designs
	Formal Experimental Design
	Completely Randomized Design
	Randomized Block Design or Randomized Complete Block Design (RBD/RCBD)
	Latin Square Design
	Factorial Experiment





	5: Variables, Measurement, and Scaling Technique
	5.1 Variable
	5.1.1 Continuous Variable
	5.1.2 Discrete Variable
	5.1.3 Dependent Variable
	5.1.4 Independent Variable
	5.1.5 Explanatory Variables
	5.1.6 Extraneous Variable
	5.1.7 Stimulus Variable
	5.1.8 Control Variable
	5.1.9 Dummy Variable
	5.1.10 Preference Variable
	5.1.11 Multiple Response Variable
	5.1.12 Target Variable
	5.1.13 Weight Variable
	5.1.14 Operationally Defined Variable
	5.1.14.1 Criteria for the Selection of Variables


	5.2 Measurement
	5.2.1 Causes for Error in Measurement
	5.2.2 Criteria for Good Measurement Scale
	5.2.3 Stages of Techniques for Developing Measurement Tools

	5.3 Scaling and Its Meaning
	5.3.1 Scaling Technique
	5.3.2 Errors in Scaling Techniques


	6: Sampling Design
	6.1 Errors in Sample Survey
	6.2 Selection of Sample (Sampling Technique)
	6.2.1 Probability Sampling
	6.2.1.1 Simple Random Sampling
	Method 1 (Direct Approach)
	Method 2 (Remainder Approach)

	6.2.1.2 Varying Probability Sampling (Probability Proportional to Size Sampling)
	Cumulative Total Method
	Lahiri´s Method

	6.2.1.3 Stratified Sampling
	Allocation of Sample Size to Different Strata

	6.2.1.4 Systematic Sampling
	6.2.1.5 Cluster Sampling
	6.2.1.6 Multistage Sampling
	6.2.1.7 Multiphase and Double (Two-Phase) Sampling
	6.2.1.8 Sampling in Two Occasions
	6.2.1.9 Inverse Sampling
	6.2.1.10 Sampling Technique for Rapid Assessment (STRA)

	6.2.2 Non-probability Sampling

	6.3 Execution of the Sampling Plan

	7: Collection of Data
	7.1 Methods of Collection of Primary Data
	7.1.1 Observation Method
	7.1.2 Interview Method
	7.1.2.1 Personal Interview
	Merits and Demerits of Personal Interview
	Criteria for Better Interviewing

	7.1.2.2 Telephonic Interview
	7.1.2.3 Chatting

	7.1.3 Questionnaire Method
	7.1.4 Schedule Method
	7.1.5 Other Methods of Data Collection
	7.1.5.1 Projective Method of Data Collection
	7.1.5.2 Warranty Card Method
	7.1.5.3 Audit Method
	7.1.5.4 Consumer Panels
	7.1.5.5 Mechanical Device Method
	7.1.5.6 Depth Interview Method
	7.1.5.7 Content Analysis Method
	7.1.5.8 PRA and RRA Method


	7.2 Collection of Secondary Data
	7.3 Case Study
	7.4 Criteria for Selections of Appropriate Method of Data Collection
	7.4.1 Nature, Scope, and Objective of the Study
	7.4.2 Availability of Fund
	7.4.3 Availability of Time
	7.4.4 Availability of Technical Person
	7.4.5 Precision Required


	8: Processing and Analysis of Data
	8.1 Processing of Information
	8.1.1 Scrutiny and Arrangement of Data
	8.1.2 Coding of Data
	8.1.3 Classification/Grouping
	8.1.3.1 Method of Classification

	8.1.4 Presentation of Information

	8.2 Analysis of Data
	8.2.1 Measures of Central Tendency and Locations
	8.2.1.1 Mean
	Arithmetic Mean
	Geometric Mean
	Harmonic Mean

	8.2.1.2 Median
	8.2.1.3 Mode
	8.2.1.4 Midpoint Range

	8.2.2 Measures of Dispersion, Skewness, and Kurtosis
	8.2.2.1 Absolute Measures of Dispersion
	8.2.2.2 Relative Measures of Dispersion
	8.2.2.3 Skewness and Kurtosis


	8.3 Correlation Analysis
	8.4 Correlation Ratio
	8.5 Association of Attributes
	8.5.1 Rank Correlation
	8.5.2 Yule´s Coefficient
	8.5.3 Coefficient of Colligation

	8.6 Regression Analysis

	9: Formulation and Testing of Hypothesis
	9.1 Estimation
	9.1.1 Point Estimation
	9.1.2 Interval Estimation

	9.2 Testing of Hypothesis
	9.2.1 Qualities of Good Hypothesis
	9.2.2 Level of Significance
	9.2.3 Types of Test
	9.2.4 Degrees of Freedom
	9.2.5 Steps in Testing of Statistical Hypothesis

	9.3 Statistical Test Based on Normal Population
	9.4 Large Sample Test
	9.5 Nonparametric Tests
	9.5.1 One-Sample Tests
	9.5.2 Two-Sample Test

	Appendix

	10: Analysis of Variance and Experimental Designs
	10.1 Linear Models
	10.2 One-Way ANOVA
	10.3 Two-Way ANOVA
	10.4 Violation of Assumptions in ANOVA
	10.4.1 Data Transformation
	10.4.1.1 Logarithmic Transformation
	10.4.1.2 Square Root Transformation
	10.4.1.3 Angular Transformation


	10.5 Experimental Reliability
	10.6 Comparison of Means
	10.6.1 Pair Comparison
	10.6.1.1 CD/LSD Test
	Calculation of LSD Values

	10.6.1.2 Duncan Multiple Range Test


	10.7 Completely Randomized Design (CRD)
	10.8 Randomized Block Design (RBD)
	10.9 Latin Square Design (LSD)
	10.10 Missing Plot Technique
	10.10.1 Missing Plot Technique in RBD
	10.10.2 Missing Plot Technique in LSD

	10.11 Factorial Experiment
	10.11.1 mxn Factorial Experiment
	10.11.2 mxnxp Factorial Experiment

	10.12 Incomplete Block Design
	10.12.1 Split Plot Design
	10.12.2 Strip Plot Design


	11: Analysis Related to Breeding Researches
	11.1 Analysis of Covariance
	11.1.1 Analysis of Covariance for One-Way Classified Data with One Covariate

	11.2 Partitioning of Variance and Covariance
	11.2.1 Components of Variance
	11.2.2 Components of Covariance

	11.3 Path Analysis
	11.3.1 Calculation of Path Coefficient
	11.3.2 Calculation of Residual
	11.3.3 Types of Path Coefficients

	11.4 Stability Analysis
	11.4.1 Eberhart and Russell Model

	11.5 Sustainability

	12: Multivariate Analysis
	12.1 Classification of Multivariate Analysis
	12.2 Regression Analysis
	12.3 Multiple Correlation
	12.4 Stepwise Regression
	12.5 Regression vs. Causality
	12.6 Partial Correlation
	12.7 Canonical Correlation
	12.8 Multiple Regression Analysis and Multicollinearity
	12.9 Factor Analysis
	12.9.1 Number of Factors
	12.9.2 Communality
	12.9.3 Factor Score
	12.9.4 Principal Component Analysis

	12.10 Discriminant Analysis
	12.10.1 Classification Statistics

	12.11 Cluster Analysis
	12.11.1 Distance Measures
	12.11.2 Clustering Technique
	12.11.2.1 Hierarchical Technique
	12.11.2.2 k-means Clustering Technique

	12.11.3 Graphical Method (Glyph and Metroglyphs)
	12.11.4 Dendrogram (Tree Diagram)


	13: Instrumentation and Computation
	13.1 Instruments
	13.2 Laboratory Safety Measures
	13.2.1 Precautionary Measures
	13.2.2 Human Safety Measures
	13.2.3 Overall Laboratory Condition

	13.3 Computer, Computer Software, and Research

	14: Research Proposal and Report Writing
	14.1 Research Proposal
	14.1.1 Title
	14.1.2 Introduction and Rationale
	14.1.3 Review of Literature
	14.1.4 Objectives and Specific Objectives of the Study
	14.1.5 Materials and Methodology
	14.1.6 Time Trend
	14.1.7 Financial Outlay
	14.1.8 Information About the Research Organizations
	14.1.9 Information About the Research Persons
	14.1.10 Monitoring and Evaluation
	14.1.11 Layout of the Research Proposal

	14.2 Research Report Writing
	14.2.1 Steps in Research Report Writing
	14.2.2 Components of Research Report
	14.2.3 Qualities of a Good Research Report


	Suggested Readings
	Index




